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Preface

It’s an honor to organize for the third
time a very successful scientific event
which constantly grows stronger and
more valuable, one year after another.
The sustainability of such conference
up to the 10" international one is a

proof of its deep-rooted value.

We are looking forward to making ICI10 more distinguished and more
successful. ICI110 also presents a good example of how reciprocal interest
in research and appreciated experiences of close partners would always
lead to success. This event is a result of fruitful co-operation among the
organizers: Delta University for Science and Technology - Egypt,
Esterhazy Karoly - Hungary, Texas A&M Int. Univ. — USA and Open

University - Malaysia.

I'd like to express my deep thanks to all the participants who honored us
from over 16 countries. | would be very much pleased to invite them to
feel at home; that you are here at Delta University is great pleasure to all
of us. Your active participation and attendance tremendously contribute
to the academic strength of the present event. I'm really proud of and
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grateful to all members of Delta University for their industrious and
never-ending efforts to attain success. Special gratitude is due to Prof.
Dr. Abbas El-hefnawy chair of the conference for his constant efforts and

experienced guidance that add up to the success of 1CI10.

Moreover, sincere gratitude and appreciation are due to Prof. Dr. Abed
Nasr for his productive and effective efforts as a coordinator of 1CI10.
Special tribute should be paid to all those who have visibly or invisibly
contributed to the success of IC110. I wish you all good luck and a happy
stay on and off Delta University Campus as well as in Egypt.

Dr. Mohammed Rabie Nasser
Host of ICI110 Conference

Head of board of trustees of the university
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Welcome from the Chairman gf the cmgference

I’d like to welcome you all for the third
time in this distinguished and valuable
scientific event (ICI 10) conference. It’s
an honor to gather such noble scientific
pursuits and brilliant academic figures in

one event

I’d like to welcome you all for the third time in this distinguished and
valuable scientific event (ICI 10) conference. It’s an honor to gather such

noble scientific pursuits and brilliant academic figures in one event.

I also would like to warmly appreciate and deeply thank Prof. Dr. Hany
M. Helal Minister of Higher Education and State for scientific Research,
Prof. Dr. Ahmed M. Darwish Minister of State for Administrative
Development, Prof. Dr. Ahmed Z. Badr Minister of education for their

auspices of the conference.

This conference aims to bring together innovations and ideas in software
industry and computer sciences into one common platform. Researchers
and practitioners will have the chance to share findings and experiences

as well as to explore many newly shaped technologies.
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I’d like to welcome our dear guests who came from distant places to
contribute and share their precious scientific experiences in an attempt to
reach a sublime goal of sharing, thinking, contemplating, producing and

analyzing different and new arenas of knowledge.

I am deeply grateful to the conference host Dr. Mohamed Rabie Nasser,
head of board of trustees for his valuable support to give the conference
the best vision. | also thank Prof. Dr. Abed Nasr Conference Coordinator
and members of the organizing committee for their great efforts for the
success of the conference. At the end, I’d like to express my deep
appreciation for our key speakers, university presidents, deans and our

dear guests.

Prof. Dr. Abbas A. El-Hefnawy

Conference Chairman
President of the University
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Words from Coordinator qf the Coqference

ICIZ0 is the Tenth International
Conference on Information with the
main theme: “Information Technology
Role in Development”. ICI10 discusses
the following main topics:

e Software Industry Quality

¢ Intelligent Computing and its Role in Developing Decision
Support Systems

e Information Technology and its Role in Sustainability
Development.

e Cloud Computing: How the Cloud Offers a New Collaborative
Learning Environment.

e Software Engineering or Software Testing.

e Bioinformatics.

e Security of Computer systems.

e Other topics of informatics and Computer Science.

These topics were covered by 80 technical papers and distributed over 12
technical sessions. A special session about "e-Health™ will be held in the

conference.
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Special gratitude and thanks are due to Dr Mohamed Rabie Nasser, head
of board of trustees of the university for his constant support and moral
and financial backing. I'd be pleased to thank Prof. Dr Abbas El-
Hefnawy, president of the university for his experienced assistance and
guidance and for overcoming all the obstacles that faced us. It is a great
pleasure to express my gratitude to all the members of the organizing
committee and colleagues who spent so much time and exerted great
effort to put our conference in a better form than it would otherwise have
been. I’d seize the chance to thank session's chairpersons for their
unlimited and very remarkable scientific knowledgeable efforts. Last but
not least, special thanks are due to all the participants, especially those
who traveled wide and far and gave us the opportunity to share and

exchange knowledge, ideas and success.
God bless you all

Prof. Dr. Abed Mohamed Nasr
Conference Coordinator

Dean, Faculty of Engineering
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Under Auspices of

Prof. Dr. Hany M. Helal
Minister of Higher Education and State for Scientific Research
Prof. Dr. Ahmed M. Darwish
Minister of State for Administrative Development
Prof. Dr. Ahmed Z. Badr
Minister of Education
General Samir Salaam

Governor of Dakahlia

Conference Host

Dr. Mohamed R. Nasser

Head of board of trustees, Delta University for Science& Technology (DU),
Egypt
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Conference Chairpersons

Prof. Dr. Abbas A. El-Hefnawy

President of Delta University for Science& Technology (DU), Egypt

Prof. Dr. Anuwar Ali

President of Open University, Malaysia

Prof. Dr. Dan Jones

President & Chief Executive Officer Texas A&M University-Commerce, U.S.A

Prof. Dr. Ray Keck

President of Texas A&M International University, U.S.A

Prof. Dr. Zoltan Hauser
Rector of Eszterhazy Karoly College, Hungary

Page|8



AwmAn

International Cenference on Information

A i izl )
“Infosvnation Teshnology Role in Development”
4 'ﬁ-wn w

for Science and Technology
[FETH Y TEYTE N PYTEY

International Scientific Committee

Prof. Dr. Fawzy A. Torkey

President of Kafr EI-Sheikh University, Egypt

Prof. Dr. Ferenc Matyas

Eszterhazy Karoly College, Eger, Hungary

Prof. Dr. Lajos Kis-Téth

Vice Rector of Eszterhazy Karoly College, Eger, Hungary

Prof. Dr Sandor Forgé

Director of the Distance Education Programs at
Eszterhazy College, Eger, Hungary
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Prof. Dr. Hamdi A. Elmikati

Prof. of Elect. Engineering, Mansoura University, Egypt

Prof. Dr. Hesham Arafat

Head of Computer Engineering Dept., Faculty of Engineering,
Mansoura University, Egypt

Prof. Dr. Latifah Abdol Latif
Director of OUM University, Malaysia

Prof. Dr. Mansour Fadzil
Senior Vice President, OUM University, Malaysia
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Prof. Dr. Mohamed A, sheirah
Professor of Computer Controlled Systems, Faculty of
Engineering, Ain-Shams Univ. Cairo, Egypt.

Prof. Dr. Mohamed F. Tolba
Professor of Scientific Computing, Faculty of Computers and
Information Sciences, Ain-Shams Univ. Cairo, Egypt

Prof. Dr. Mohiy M. Hadhoud
Vice President of Menofia university, Egypt

Dr. Péter Antal
Eszterhazy Karoly College, Eger, Hungary
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Prof. Dr. Ramli Bahroom
General Manager, OUM, Malaysia

Prof. Dr. Samir I. Shahin

Professor of Computer Engineering, Faculty of Engineering,
Cairo Univ. Cairo, Egypt.

Prof. Dr. Waiel F. Abd El-Wahed

Vice Dean, Faculty of Computers and Information, Menofia
university, Egypt

Prof. Dr. Yehia El-Mashad
Dean of Delta Higher Institute for Computers, Mansoura, Egypt

*Alphabetically ordered
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Organizing Committee

Prof. Dr. Abed M.Nasr

Dean, Faculty of Engineering, DU

Prof. Dr.Yehia EL-Mashad

Dean, Delta Higher Institute for Computers,
Mansoura, Egypt.

Prof. Dr. Adel Shebl

Dean, Delta Higher Institute for Enineering,
Mansoura, Egypt.

Prof. Dr.Farouk Gebril

Dean, Delta Higher Institute for Social
Works, Mansoura, Egypt.

Prof. Dr. Mirvat ElI-Mehallawy

Dean, Faculty of Busieness Administration,
DU

Mr. Abd El-Wahab Khalifa

General Secretary, DU

*In Alphabetical Order

Dr. Abd El-Salam Elaasy

Delta Higher Institute for Computers,
Mansoura, Egypt.

Dr. Ahmed Refaat

Faculty of Engineering, DU

Assoc. Prof. Hamdi Shahin

Faculty of Arts, Mansoura University

Dr. Mohamed Abd El-Hamid

Faculty of Engineering, DU

Dr. Nagwa El-Hamshari

Faculty of Engineering, DU

Dr. Ragaa Abd El-Hakim

Faculty of Engineering, DU

Dr. Salma Ali EI-Din

Faculty of Busieness Administration, DU

Assoc. Prof. Sherif Sheta

Faculty of Engineering, DU

Assoc. Prof. Tharwat Sarhan

Faculty of Engineering, DU

Miss. Amira El-Sherbiny

Office Manager of head of Board of
Trustees, DU

Mr. Tarek Tantawy
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Schedule Overview for ICI10

First Day Schedule
Saturday 4" December

Time
10:30 - 11:30 Registration
11:30- 13:00 Opening Session
13:00- 13:30 Coffee Break
13:30 — 14:30 Keynote Session #1
14:30 — 16:00 LUNCH / University Tour
16:00 — 17:00 Keynote Session #2
20:00 — 22:00 Afternoon Party

e Sessions are held in University Conference Hall, Ground Floor, Building of Faculty of
Busieness Administration
e Entertainment Party at Delta swimming pool, Mansoura

Second Day Schedule
Sunday 5" December

8:30-9:30 Registration
09:30 - 10:10 Keynote Session #3
10:10 - 11:10 ICI10 Special Session
Intelligent and Assistive Technologies for People with Disabilities
11:10 - 11:40 Coffee Break
11:40 - 12:40 Session#l Session#2 Session##3
Image Processing Bioinformatics The Role of Information|
Technology in Education
12:40 - 13:10 Coffee Break
13:10 - 14:10 Session#4 Session#5 Session#6
Computer and Medical Informatics Intelligent computing
Communications and Multimedia
Networks
14:10 — 15:10 LUNCH
15:10- 16:10 Session#7 Session#8 Session#9
Security of Computer e-Learning Computer Application
Systems
16:10- 17:10 Best Paper Awards, Closing Ceremonies, Conference Recommendations & Group Photo

e Sessions are held in Delta Higher Institute for Computers Conference Halls
e Closing Cermony is held in Conference Hall 1, Ground Floor, Building of Delta Higher
Institute for Computers.
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Learning Institution
Professor Emeritus Anuwar Ali
President/Vice-Chancellor, Open University Malaysia

Inte[[igent and Assistive
Technofogies for Peoy[e with
Disabilities

International Day of Persons with Disabilities:
3 December 2010;Examples of Success Stories

and Best Practice .
Mohamed Abdalla

10 | Model Submarine and Web Virtual Reality | '3
Help Disabled in the Biology and Ecology
Education
Tomaz Amon
Slovania

11 | pSDD : Prolog Based System for Dyslexia | '"?
Diagnosis
Adnan G. Abuarafah®, Osama khozium?

! Faculty of computer and information systems, Umm al-Qura
university, Makkah, SA
2 Faculty of computer and information systems, Umm al-Qura
university, Makkah, SA

12 | Virtual Reality as an Advanced Visualization | '’
Tool for the Diagnosis of Physical Disabilities
Ahmed Abdo Ali*, Abdel-Badeeh M. Salem’

'Aden University (Yemen)
2FacuIty of Computer and Information sciences
Ain Shams University, Cairo, Egypt
13 137
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World Health Organization, Egypt
Image Processing

14 | 3D Estimation for Shading Images using | '*®
Homogenous Polynomials with order n
Gamal. F. Elhadi
Computer Science Department, Faculty of information and
computer science, Manufia University, Manufia 35516, Egypt.

15 | Clustering With Fuzzy K-Means Applied to | '**
Color Image Quantization
E.A.c Sallam ", W. O. Badr *

! Head of Computer and Automatic Control Engineering Dept,
Faculty of Engineering, Tanta University.

? Electronics and Communication Engineering Department, Delta
Higher Institute for Engineering and Technology, Mansoura.

16 | A Novel Event-Based Strategy for Tracking | 72
Multiple Objects at Real-Time with Multiple
Cameras
R.K.Elsadek ¥ ,A.l.Saleh 2, M.M.Salem 3
Department of Computer, Faculty of Engineering, Mansoura
University, Mansoura, Egypt

Bioinformatics

17 | Measuring the Entropy of DNA Strands 191
Mohamed Abd elhamid Abbas , Phd
Computers and systems Dept., Faculty Eng. Delta Univ. Gamasa
City, Egypt

18 | On the Use of the Electrocardiogram for | 2%°
Biometric Authentication
Manal tantawi!, Kenneth Revett >, Mohamed F. Tolba® and
Abdel- Badeeh M. Salem*
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! Faculty of Computer and Information Sciences, Ain Shams
University,Cairo, Egypt

% School of Electronics and Computer Science, University of
Westminster, London, England

19

A Survey of Techniques Used in Human
Identification Based on Cognitive Biometrics:

the Electroencephalogram

Wael Khalifa', Kenneth Revett’ and Abdel- Badeeh m.
Salem’

! Faculty of Computer and Information Sciences, Ain Shams
University,Cairo, Egypt

% School of Electronics and Computer Science, University of
Westminster, London, England

213

20

A Combination of Genetic Algorithm and
Artificial Neural Network for Gene Selection

and Tumor Classification

R. Ali*, T. EI-Arif %, Fayed F. M. Ghaleb® and A. Dakroury1
'Physics Department, Faculty of women for Arts and Science, Ain
Shams University, Cairo, Egypt

2Department of Computer Science, Faculty of Computer and
Information Sciences, Ain Shams University, Cairo, Egypt.
*Department of math, computer science division, faculty of
science, Ain Shams University, Cairo, Egypt

226

The Role (f Iﬁormation
Tecﬁno[ogy in Education

21

Laptop-Based Classroom Instruction

Dr. Habil. Lajos Kis-Toth
Eszterhazy Karoly College, Institute of Mediainformatics, Eger,
Hungary

241

22

From the Bibliotheca Alexandriana to the New
Library of Alexandria, Basic Mission

252
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Statements of the Libraries in Changing Times
Dr. Istvan Monok, CSc
Associate Professor, Eszterhazy Karoly College, Eger, Hungary

23 | Effective support for learning with library- | #°2
informatics devices
CZEGLEDI Laszlé
Central Library, Eszterhdzy Karoly College, Eger, Hungary

24 | Emphasizing the Role of Information | %¢®
Technology In  Architectural Education
Development
Prof. Osama Mohamed Ali Farag', Eng. Mai Wahba
Mohamed Madkour?.
'Architecture Department, Faculty of Engineering, Masoura
University, Egypt
*Architectural Department, Faculty of Engineering, Delta University
for Science and Technology, Gamasa, Egypt.

Computer and Communications
Networks

25 : . 279
Proposed Architecture for Conventional
Computer with Co-Quantum Processor
El-Mahdy M. Ameen, Aida Osman and H. A. Ali
Department of Computers and Systems, Faculty of Engineering,
Mansoura University, Egypt

26 | proposal for a Novel Cache Portioning | ??°
Technique for Supporting Cooperation in
Mobile Ad-hoc Networks
A.l. Desouky'” A.l Saleh S.H.Al
! Department of Computer Engineering and Systems, Faculty of
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Engineering, Mansoura University

27

A Novel Strategy for Location Management in

PCS Networks Using Base Areas Scheme

Hesham. A. Ali !, Ahmed I. Saleh 2, Mohammed. H. Ali 3

! (Dept. of Computer Eng. & Systems, Faculty of Engineering,
Mansoura University, Egypt.)

2 (Dept. of Computer Eng. & Systems, Faculty of Engineering,
Mansoura University, Egypt.)

3 (IT Engineer, Sharm EI-Sheik International Airport, South Sinai,

Egypt.)

304

28

Comparative Analysis of Quality of Service in

Wireless Networks

M.badawy and H. A. Ali
Dept. of Computers Engineering and Systems, Fac. of Engineering,
Mansoura University, Egypt

323

29

Speaker Independent Arabic Speech

Recognition Using Neural Networks

Shady Y. EL-Mashed*, Mohammed I. Sharway, Hala H.
Zayed

Department of Electrical Engineering, Shoubra Faculty of
Engineering, Benha University, Cairo, Egypt

336

30

Proposed Framework for Scheduling Grid

Workflow Applications
Prof. Hesham Arafat Ali., Dr. Ahmed |. Saleh. Ahmed

Mohamed A. Ghanem.
Dept. of Computer Eng. & Systems, Faculty of Engineering,
Mansoura University, Egypt,

346

Medical Iﬁormatics

31

A Hybrid Case-Based Reasoning Approach for
the Diagnostics of the Heart Disease.

358
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E. A. M. Abd Rabou *', A. B. M. Salem *
! Ph.D Candidate, Faculty of Computer and Information Sciences,
Ain Shams University, Cairo, Egypt
? Professor, Faculty of Computer and Information Sciences, Ain
Shams Universit, Cairo, Egypt

32 | A Study on Artificial Intelligent Techniques of | 3”7
Miycardial SPECT Perfusion Images.
Shymaa H. EIRefaie, Haythem El-Messiry, Abdel-Badeeh M.
Salem
Faculty of Computer and Information Sciences, Ain Shams
University,Cairo, Egypt

33 | Computer Based Model of the Circulatory | *¥7
System
Mohamed Abd elhamid Abbas , Phd
Computers and systems Dept., Faculty Eng. Delta Univ. Gamasa
City, Egypt

34 | Electrocardiogram Classification by using | **°
Neural Network
Elsayed A. Sallam **, Rania M. Abdelghaffar 2.
! Department of Computer Engineering, Faculty of Engineering,
Tanta University.
2 Department of Electronics & Communication Engineering, Delta
Higher Institute for Computers, Mansoura.

Intelligent Computing and
Multimedia

35 | The Road from Little Media Via Big Media to | **’
Community Media
prof. Dr. Sandor Forgo — Dr. Péter Antal — Réka Racskod
Institute of Media Informatics, Eszterhazy Karoly College, Eger
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36 | Multimedia Innovate for Spatial Thinking | *°7
Ability
Dr. Peter Antal
Eszterhazy Karoly College, Institute of Mediainformatics, Eger,
Hungary

37 | Development of a multimedia education | *'7
programme for the improvement of
communication skills
Zsuzsanna Hanak , Magdolna VARGA ESTEFAN
College professor of Eszterhazy Karoly College (Eger, Hungary)

38 | Why Cloud Computing is Necessary for Open | #*°
University Malaysia
Dr Ahmad Hashem
Open University Malaysia, 50480 Kuala Lumpur, Malaysia

32 | Interest-Based Strategy for Service Level | **®
Agreements of Web Services Negotiation
Afaf Mousa ', Arabi Keshk *, Waiel F. Abd EI-Wahed .
! Computer Science, Faculty of computers and information, Shebin
El-Com, Egypt
2 Operation Research & Decision Support, Faculty of computers
and information, Shebin EI-Com, Egypt

40 | Ongoing a Discovery Mechanism for SWS | ##7
based on Functional and non- Functional
Properties
Tamer A. Farrag'’, A. 1. Saleh? and H. A. Ali?
! Misr Higher Institute of Engineering and Technology, Mansoura,
Egypt
? Department of Computers and Systems, Faculty of Engineering,
Mansoura University, Egypt
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Security gf Computer Systems
41 | A New Model For Web Database Security using | **”
Data Security Unique Code (DSUC)
Aida O. Abdelgwad ! Ahmed I. Saleh 2, Eslam M. Hassib **
! (Dept. of Computer Eng. & Systems, Faculty of Engineering,
Mansoura University, Egypt)
’> (Dept. of Computer Eng. & Systems, Faculty of Engineering,
Mansoura University, Egypt)
3 (IT Engineer, ERG company for electronics, Elmahalah alkobra,
Egypt)
42 S 475
ecure Backup System hosted on a Storage
Cloud
Sherif S. El-etriby 1*, Elham Mahmoud 2, Ahmed Daoud
'Faculty of Computers and Information, Menoufia University
43 | Web Usage Mining Techniques for Web User | #®
Profiling
W.F. Abdelwahed"’, H.M.AbdelKader*", W.M.Ead®
! Faculty of Computers and Information Menoufia University,
Shebin El-Kom, Egypt
2 High Institute for Computer science And Information 6 oct
university, Egypt
e-Learning
44 | e-learning in Tunisia 502
Ettarres Yamna
Larodec Laboratory, Universiry of Tunis
ISCAE, University of ManoubaTunis, Tunisia
45 | Distant Learning through Video Conference =14
Ain Shams, Banha, Fayoum Universities
Cooperation
Mostafa M Aref
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Chairman of Computer Science Department,
Faculty of Computer and Information Sciences

46 | E-learning Strategy in Ministry of Education in | ®'®
Kuwait
Zakaa Zaki Mohamed
Information Center , Kuwait Ministry of Education,Kuwait

47 | A Web Based Evaluation Tool for Higher | ***
Education Quality Assessment Using the Holon
Framework
E. F. Shoieb’, I. A. F. El-Khodary', A. A. Tharwat*
Dept. of Operations Research and Decision Support, Faculty of
Computers and Information, Cairo University

Computer Applications

48 | Information Technology-Based Approach to | *3*7
Streamline Sustainable Building Design
Sherif A. Sheta
Associate Professor of Architecture
Vice Dean of the Faculty of Engineering
Delta University for Science and Technology, Gamasa, Egypt

49 | Automatic abstract preparation 550
Dr. Tiinde Molnar Lengyel
Associate professor, Eszterhdzy Karoly College, Department of
Informatics, Hungary

50 | Ergonomics Applications in sports field s61
Mohamed Y. Ghieda
Associate Professor at Kinesiology Dept., Faculty of Sport
Education, Mansoura University, Egypt

51 | The Relationship between Knowledge | *¢¢
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Management and Corporate Performance: An
Applied Study on Public Enterprises Sector for

Pharmaceutics
Dr. Salma Ali Eldeen Said

Doctor of Business Administration, Delta University for Science &
Technology

52

Computer Application in Flexible Pavement

Overlay Design

Dr. Ragaa Abd El-Hakim®’, Dr. Mustatfa A. K. Abd EI-
Ghaffar’, Prof. Dr. Mohamed El-Shabrawy M. Al
Assoc. Prof. Hafez A. Afify®

T Assistant lecturer, Civil Engineering Department, Faculty of
Engineering, Delta University for Science and Technology

> Assistant lecturer, Public Works Department, Faculty of
Engineering, Mansoura University

* Assoc. Prof., Public Works Department, Faculty of Engineering,
Tanta University

*Professor, Public Works Department, Faculty of Engineering,
Mansoura University

585

54

The Role of New Technology in Developing
some Fields of Mathematics: Integral and
Differential Equations

A.M. A. El-Sayed ", E. A. A. Ziada

! Mathematics Department, Faculty of Science, Alexandria
University, Alexandria, Egypt.

2
Faculty of Engineering, Delta University for Science and
Technology, Gamasa, Egypt.

605

Digitalisierung des Kulturerbes. Fragen,
Anomalien, Méglichkeiten, Uberlegungen*

617
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Euro Mediterranean Medical Informatics and

Telemedicine: e-Health for Mediterranean Countries
Invited Speech

Prof. Francesco Sicurello

IITM - International Institute of Tele-Medicine / @ITIM - Italian
Association of Telemedicine and Medical Informatic.
University Technological Centre of Desio
University of Milano Bicocca and University of Insubria, Italy

Abstract
Medical Informatics is a scientific discipline that studies the application of

Information Technology to medicine and health care. The main fields of
medical informatics are: computerization of medical record, digital
management of data base and data banks in medicine, design and
development of Hospital and Health Information Systems (ADT, RIS, LIS, ...),
Artificial Intelligence in Medicine, standards (HL7, DICOM,..) for
interoperability and security of Medical Networks.

Telemedicine is “medicine at distance” and regards the interactive
transmission of health data, signals and biomedical images by means of ICT
(Information and Communication Technologies), in order to provide better and
more rapid support to medical diagnosis and consulting at distance, avoiding
hospitalisation and unnecessary treatments.

The diffusion of integrated health/hospitals information systems, of electronic
patients' records, health smart cards and services of telemedicine and telecare
is becoming a reality. Many projects and applications on e-health have been
developed in the frame of Regional, National and European Health and ICT
Programmes
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Diffusion of Internet also in healthcare systems makes it necessary to manage
medical records using new tools for database in web environment. Web based
systems now provides universal means of research and consultation of clinical
data also of multimedia type and web portals represent the future in health
care circles, offering a wide range of medical news, clinical guidelines, medical
directories, protocols of care and e-commerce and e-learning applications.

ICT in health care (e-Health) could contribute to strength professional
cooperation between medical operators (Physicians, Nurses, ... ) even in
Mediterranean Countries. Connecting together hospitals, health districts,
academic and research Centres, it will be possible to exchange experiences and
medical knowledge among doctors, health operators and specialists in clinical
treatment, in medicine preventive and epidemiology.

So, among Mediterranean Countries, it will be possible to realize an e-health
network or an INTR@MED (Mediterranean Medical Intranet) that permits
access to clinical information in particular for teleconsulting and e-learning in
healthcare and even for creating and using large epidemiological databases.
Health operators can use the network to retrieve and find information by
Internet connections, regardless of regional or national boundaries and
constraints.

This virtual network can facilitate accessing to clinical databases, sharing
therapeutic/diagnostic protocols and medical guidelines and can allow
specialists to discuss and examine difficult clinical cases for better diagnoses
and therapies. It permits also teleconsulting and telemonitoring in
cardiology/cardiosurgery, oncology, neurology/neurosurgery, orthopaedics,
infectious diseases, paediatrics, etc, stimulating cooperative learning/training
of physicians.
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Starting since 2001 (during bilateral scientific cooperation on telemedicine
between Italy and Egypt) the EMMIT (Euro Mediterranean Medical Informatics
and Telemedicine) initiative has been launched. It regards the development of
projects, courses and conferences in each Mediterranean Country (from the
first EMMIT conference in Genoa 2004, in Alexandria 2006 to Beirut 2009 and
Split Croatia-2010)
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Abstract

In this paper we propose a method of bridging local and global levels, what should solve the
problem of limited, non-adaptable dictionary when we use automatic annotations in a similar images
retrieving task. In our team we have developed similar images searching tools using global
approaches as well as local approaches to find near similar images. Recently we have started to work
on the method that should join the both approaches. Our faraway goal is to face the difficult problem
with all current approaches to CBIR systems, connected with visual similarity: the semantic gap
between low-level content and higher-level concepts. For this purpose we try to use our experience
from annotation based similar images searching methods and a grouping method which is able to
automatically form visual object. The paper presents some our methods and results, next, the idea of
current research.

Keywords: Images similarity; visual content; image auto-annotation; semantic gap

1. Introduction

The concept of similarity plays a key role in image analysis and, more specific, in image
retrieval. Viable formulation of image similarity allows effectively recognizing and
retrieving images with related content. The general concept of image similarity is vague and
may be defined in multiple different ways. Man is able to determine the mutual similarity of
two images shown to him. Also he is able to find the similar image to a given one, but this
image is similar in his view. So, the term images similarity is not precise, it is very
subjective when is considered by people. Let us see the formal definition of word
‘similarity’, defined in the American Heritage Dictionary [29]: similarity — is quality or
condition of being similar; resemblance. Following words are the synonyms: likeness,
similarity, similitude, resemblance, analogy, affinity. These words denote agreement or
conformity, the likeness implies close agreement, similarity and similitude suggest

agreement only in some respects or to some degree, while resemblance refers to similarity

in external or superficial details. Analogy means similarity “as of properties or functions,
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between things that are otherwise not comparable”. The last word, affinity is a “likeness
deriving from kinship or from the possession of shared properties or sympathies” [29]. What
we want is to design a computer system which will be able to find similar images to a given
one. Taking into account the described meanings, this task is very difficult. One can expect
that such computer system will be imprecise and, possibly, it will require be tuned for

particular users.

Summing the above, different people consider different images as similar and would like to
get different retrieval results. Images may be considered similar if they: have the same
interpretation, share the same object(s), evoke the same emotions, have identical spatial
arrangement, share the same colours or textures, have identical fragments, etc. Some
interpretations of the mentioned similarity concept may be modelled using the object
recognition paradigm, i.e. intelligent techniques. To make the situation even more complex,
we also need to take into account the human perspective and expectations [24]. Thus,
machine learning paradigm seems to be a reasonable solution to the problem of image

similarity measurement.

Application of object recognition paradigm to image retrieval may be successfully
implemented using the similarity of recognized concepts. Instead of low-level, pixel based
queries, the user is able to formulate meaningful, concept based queries [14]. This image
retrieval scheme is sometimes referred to as Annotation Based Image Retrieval [11] in
contrast to classic Content Based Image Retrieval. Despite its multiple advantages,
researchers point out the key disadvantage of such approach: the number of concepts is
predefined and finite [28]. This property makes the object recognition based paradigm
inapplicable when faced with infinite diversity of the surrounding world [7]. Effective
image retrieval may require continuous creation of new concepts which describe the

environment in a precise way.

The paper is a continuation of our research on the mentioned problem. We seek how to
automatically create new concepts without any a’priori information, purely on a visual
basis [23] and seamlessly integrate them into the notion of image similarity. The presented
idea consists of multiple subcomponents, solving various subproblems, but it may not be yet
considered as complete or functional. Thus, in this paper we do not give clear answers, but
rather we present our most recent ideas. Some methods which are regarded as components

of the proposed idea are developed and studied [1, 17, 27].
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2. Global image analysis

The first component of the presented solution is a global image analysis method where we
are interested in extracting general, holistic image features. Such features are easy to
generalize and efficient for processing by intelligent approaches. We may simply build
image recognition methods based on global features and accompanying labels. These
recognition methods may be image distance based (nearest neighbours recognition
paradigm), which turns to be a quite effective approach. Having a set of labels the image
similarity based retrieval becomes a text based retrieval. However, as mentioned above, we

face the problem of finite, limited and non-adaptable dictionary.

2.1. Global image distances
A set of global features is used in global image analysis. Automatic methods of images
analysis define image similarity as a distance measure between images, which is a sum of

distances between visual features of considered images.

To obtain the similarity or rather dissimilarity between two images, one can measure the
distance between visual vectors in metric space or probabilistic space. Minkowski, Cosine,
Correlation, Mahalanobis or EMD are commonly used measures to calculate distances

between visual features.

The other approaches use divergence between image probabilistic models calculated for the
set of visual features. In that category commonly used measure is Kullback-Leibler

divergence or its symmetric version Jehnsen-Shannon divergence.

Visual features of an image define its certain visual property. Global features capture some
overall characteristics of an image, as colour, texture and shape. An image can be divided
into a number of sub-images; in such approach, the whole image is described by a vector of
features calculated for each sub-image. For example, the average components of red, green
and blue intensities are often calculated as features and a particular dimension of the vector
corresponds to a certain sub-image location. The global approach has one important
advantage: the high speed, both features extraction and similarity measure calculation [6].
However, the global features are usually too rigid to represent an image. The second
approach is extraction of local features, computed for every pixel using its neighbourhood.
Additional step, features summarisation must be performed. Often data set based on a
distribution for each pixel x; (i=1,...,m, j=1,...,n; where m, n are the image width and high,

measured in pixels) is calculated in summarisation step.
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Some features from MPEG-7 standard, as histogram-based descriptors, spatial colour
descriptors and texture descriptors seem to be well suited for natural images retrieval.
Examples of such features are: Fuzzy Color Histogram, JPEG Coefficient Histogram,
General Color Layout, Color and Edge Directivity Descriptor [4], Fuzzy color and texture

histogram [5]. The recent overview of this problem is given in [6].

2.2. Automatic image annotation

Automated Image Annotation (AlA) is a process which describes previously unseen image
Q by a set of concepts {wj, wy, ..., wn} from the semantic dictionary D. Word assignment
can be made by finding the correlation between visual features which characterize query
image Q and high-level semantics (concepts). AIA is an integral part of modern CBIR
systems. Text queries are often much more natural than visual queries, e.g. querying by
colour, texture, shape. Image annotations can be seen as a bridge between textual queries

and visual image content.

Machine learning techniques used to solve the AIA problem can be split into classification
based methods and probabilistic modelling methods. Classification methods lie on training
classifiers to recognize if a given word is present within the proper description of the image.
Different classifiers can be used in this approach, good result and speed one can obtain with
decision trees [13, 22].

Probabilistic modelling methods, such as Hierarchical Probabilistic Mixture Model
(HPMM) [10], Translation Model (TM) [8], Supervised Multi-Class Labelling (SML) [3],
Continuous Relevance Model (CRM) [14] and Multiple Bernoulli Relevance Models
(MBRM) [9], try to find the probability density function of visual features associated to

concepts. Parametric or non parametric estimation can be used in this approach.

Results obtained by AIA methods can be further improved by using filter methods which
take into account word co-occurrence models [15], words relations in Word-Net [12] or
proposed by our team GRWCO [13] method which reduces the difference between expected

and resulted word count vectors to reranking the output annotations.

Recently, [19] et. al. have proposed a new method based on the hypothesis that similar
images are likely to share the same annotations. In this approach, an image annotation is a
process of transferring most frequent labels from nearest neighbours. The method does not
solve the fundamental problem of determining the number of annotations that should be

assigned to the target image, it assumes that optimal annotation length is given.
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In our recent research, we have extended this approach. We have proposed PATSI (Photo
Annotation through Similar Images) annotator which introduces transfer function [27] as
well as an optimization algorithm which can be used to find both, the optimal number of
neighbours and the best transfer threshold according to the specified quality measure [17].
PATSI consist of two main phases: preparation and query. In the first phase, for each image
repeat: (1) split the image into a number of regions (sub-images); (2) calculate statistical
visual features for every region (sub-image); (3) create the model of the image. In the query
phase, do: (1) split the query image into regions (sub-images); (2) build a model of the
query image; (3) calculate distances between the query image and all images in the dataset;
(4) Select k most similar images (with the smallest distances); (5) Transfer all words
(annotations) with a weight dependent on a position of a considered image in a similarity
ranking list (how much the image is similar to the query image); (6) Select words with sum
of weight greater than the assumed threshold t. These words are the annotations of the query
image. The more detailed description of the PATSI algorithm one can find in [17] and [27].

2.3. Image retrieval using annotations

In the PATSI (Photo Annotation through Finding Similar Images) approach, concepts from
the most similar images are transferred to the query image using transfer function. Finding
the k most similar images are performed by calculating the distance measure between visual
features of a query image and images in the training set. The resulting annotation consists of
all the words whose transfer values were greater than a specified threshold value t. The
threshold value t influences the resulting annotation length. Optimal threshold value t* and

number of neighbours k must be found using an optimization process [17].

Images retrieval using PATSI is embedded into the method. A query image is an image for
which the similar images should be found. The third task in the query phase is calculation of
distances between the query image and all other images in a dataset. The images from the

dataset are ranked with increasing distances and are presented to a user with this ordering.

Examples of annotations generated by PATSI for images from ICPR2004 database are
presented in Table. 1. Tables contains also images identified as the most similar images to
the considered one, these images were used in the annotation transfer process. We use
Jehnsen-Shannon divergence to calculate distances between images. Jehnsen-Shannon
divergence was calculated between models of images built onto image visual features.
Visual features were treated as a realization of multivariate random variable described by

multivariate Gaussian distribution. The parameters of that distribution were then calculated

5
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using the Expectation Maximization Algorithm (EM) algorithm [27]. All images were split
by 20-by-20 grid splitter and for every cell a mean color value as well as a color deviation in
RGB color space was calculated. Additionally, for all segments their center points, and

mean Eigen values calculated on color Hessians were stored.

Table 1.PATSI annotation results for example images from ICPR2004 with their nearest neighbors

Original annotation:
‘elk’, 'greenery’, 'ground’, 'logs', 'tree’, 'trunks'

Generated annotation:
‘elk’, 'greenery’, 'ground’, 'logs', 'tree’, ‘trunks'

Original annotation:
'bison’, 'greenery’, 'ground’, 'tree’, 'trees’, 'trunks'

Generated annotation:
‘bushes’, ‘flowers', 'house’, ‘'overcast', ‘people’, ‘pole’, 'sidewalk’, 'sky’, 'strut’, ‘trees’

Original annotation:
‘cloudy’,'grass', 'hills','houses','mountains’,'partially’, rocks','sky", ‘trees’

Generated annotation:
‘cloudy’,'grass', 'hills','houses','mountains’,'partially’,'rocks’,'sky’, ‘trees'

Original annotation:
river’, 'trees'

Generated annotation:
‘garden', 'grass’, 'trees'

Similar images:
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Original annotation:
buildings, grass, sky, street, trees

Generated annotation:
'buildings', 'car’, 'lantern’, 'people’, 'sky', 'street’, 'trees'

Original annotation:
'man’, 'people’, 'woman'

Generated annotation:
'man’, 'people’, 'woman'

-

Similar images:

Original annotation:
'man’, 'people’, 'table’, 'woman'

Generated annotation:
'man’, 'microphone’, 'people’, 'woman'

Similar images:

PATSI annotation results using F-measure for MGV2006 [22] dataset with different visual
features as well as different distance measures are presented in Table 2. For all visual
features as well as distance measures we used exactly 19 most similar images in transfer
process. All words with transfer value greater than 1.2 were then treated as the final

annotation.

Page 36



Intelligent approaches to searching similar images on

the basis of visual content

ICI 10 - 10" INTERNATIONAL CONFERENCE ON

INFORMATION

Table 2. F-measure of AIA on MGV2006 dataset using PATSI annotator with different feature sets

and distance measures in the metric space

Visual Feature

Distance measure

Cannbera | Chebyshev | Cityblock | Correlation | Cosine | Euclidian
Auto Color Collerogram 0.20 0.16 0.18 0.17 0.17 0.17
CEDD 0.25 0.18 0.25 0.27 0.27 0.27
FCTH 0.24 0.17 0.25 0.23 0.23 0.24
Fuzzy Color Histogram 0.12 0.13 0.13 0.16 0.16 0.13
Gabor 0.06 0.06 0.06 0.09 0.09 0.06
General Color Layout 0.14 0.09 0.14 0.09 0.08 0.11
JPEG Coefficient Histogram 0.20 0.18 0.21 0.21 0.22 0.21
Tamura 0.15 0.14 0.15 0.15 0.15 0.15
CoOccurance matrix 0.17 0.07 0.17 0.17 0.18 0.16
RGB 0.20 0.10 0.20 0.20 0.18 0.23
HSV 0.21 0.09 0.21 0.19 0.17 0.19
RGB + DEV. 0.23 0.09 0.21 0.21 0.18 0.20
HSV + DEV 0.22 0.09 0.22 0.18 0.19 0.19
RGB + DEV + HES 0.23 0.10 0.22 0.18 0.18 0.20
HSV + DEV + HES 0.22 0.09 0.22 0.19 0.19 0.19
RGB + DEV + XY + HES 0.22 0.10 0.22 0.22 0.22 0.20
HSV + DEV + XY + HES 0.23 0.09 0.22 0.20 0.20 0.19

PATSI annotator run with using distances in metric space achieved highest results for

CEDD visual feature, and Euclidian measure. The best mean F-measure was also achieved

with Euclidian distance.

Very interesting results can be achieved using PATSI annotator with distance measure

calculated in probabilistic space, see Table 3. Using Jehnsen-Shannon divergence allows us

to significantly improve annotation results in comparison to results presented in Table 2 as

well as for the other state-of-art methods [27].

Table 3: F-measure of AIA on MGV2006 dataset using PATSI annotator using
Jehnsen-Shanon divergence in comparison to other state-of-art methods

Method Precision Recall F-measure
PATSI(HSV + DEV) 0.33 0.38 0.36
PATSI(RGB + Dev) 0.40 0.44 0.42
PATSI(RGB + DEV + HES + XY) 0.42 0.43 0.43
FastDIM 0.24 0.16 0.19
FastDIM + GRWCO 0.34 0.34 0.34
MCML 0.32 0.24 0.27
MCML + GRWCO 0.38 0.37 0.37
CRM 0.39 0.34 0.36

The PATSI annotator performance in comparison to other state-of-the art method was

improved by 20 percentage points [17], achieving F-Measure equal to 78% for the best 27%
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percent words in the dictionary of MGV2006 database [22]. The results suggest that for a
small number of concepts AlA can be now treated as the effective image retrieval tool.

During experiments we have spotted that some of the features as well as distance measures
are more suitable to detect some groups of words, while showing a weak performance for
others. By combining them together we can increase overall annotation performance.
Current research is focused on combining many similarity measures and visual features in
one annotation transfer process. We have extended the PATSI algorithm to the multi-PATSI
method which performs annotation transfer process based onto many similarity matrices
calculated using different feature sets and different similarity measures. The results are
combined into the final annotation based on the quality of particular annotators for specific

words.

3. Local image analysis

Local image analysis methods are built on the basis of local features, i.e. features calculated
from very small image regions. Very popular and effective types of local features are
keypoints [18], [20]. Keypoints themselves are much harder to generalize (although such
attempts exist, e.g. [21]) because they are much diversified along single objects. Yet,

keypoints have a very nice property, they are able to capture the notion of sameness.

3.1. Image matching

The goal of image matching is to detect whether two images share visually identical content.
Image matching problem may be divided into many subproblems, such as: sub-image
matching, e.g. [16, 30], image fragment matching, e.g. [23], panorama recognition, e.g. [2],
etc. All these techniques provide high precision results, i.e. if a matching is found, there is a

very low chance it is incorrect.

Sub-image matching methods are able to determine if one image is a fragment of another
image. Such approaches may be very useful for finding identical content in case where both
images share only one common object. The key advantage of sub-image matching is the
applicability of complex (even non-linear) geometrical models for the matching process.
This allows finding objects seen from different viewpoints or even deformed ones. These
methods may be effectively used to capture large objects, such as e.g. monuments,
buildings. However, they are ineffective when faced with a problem of finding multiple

fragments on both images.
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Image fragment matching utilizes simpler geometrical models, but is able to find multiple
identical objects on scenes with cluttered background. The disadvantage of this approach is
the relative simplicity of applied geometry. Deformed or strongly non-planar objects are
harder to capture. These methods may be effectively used to capture small object, such as

e.g. bottles, books, boxes, etc.

Panorama recognition techniques assume that there is only one object of interest. This
object is however captured only partially, i.e. different images contain different fragments of
the object of interest. These methods may be used to capture huge objects, such as e.g.

landscapes, cityscapes.

3.2. Automatic visual object formation

The last, and the most important, fragment of our solution in low level vision refers to the
concept of visual objects [7]. We have proposed a grouping method which is able to
automatically form visual object [24, 25]. It is based on the image matching methods
discussed in Section 3.1. Having a high precision matching routine we may expect that the
created groups are free of errors. The method is able (in a very limited way) to find
meaningful visual objects purely on a visual basis, without any training data or supporting

information. In fact it is an attempt to bridge the semantic gap [6, 26].

The automatic visual object formation method has four major steps: (1) pre-retrieval to
make the process more efficient, (2) image matching to find similarities within the set,
(3) formation of prototypes, which are an intermediate structure [7], and finally,
(4) formation of visual objects. In the first step we measure similarities between all images
in the database. For further processing, we select only the most similar ones. In the second
step we perform image matching for all pairs of similar images within the set. As a result we
get a set of (nearly all) similar image fragments found within the input collection. Because
each image is matched with multiple other images, some image regions on a single image
may have multiple different matches with other images. In the third step we group all these
regions found within a single image. Created groups are called prototypes. In the last step
we group all prototypes according to matching information between images. Resulting
groups are called visual objects and they represent frequently repeating, matched fragments
from the input collection. Exemplary visual objects found in a database containing both

indoor and outdoor scenes are presented in Fig. 1.

10
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Figure 1. Exemplary visual objects are outlined on images from a processed image collection.

Although, each visual object consists of images containing the manifestation of the same
underlying, physical object, this information is very useful. It allows formulating very
specific queries, we may seek for such specific objects as, e.g. a road sign, a flu-remedy

pack, a model of a ship or a car, a monument, a mountain or landscape, etc.

4. Bridging local and global level vision

Having described all necessary components, let us now present the main idea of our current
research. We envision that both, global and local image analysis routines cooperate together.
We would like to utilize global approaches to provide an effective retrieval tool, and we
would like to enforce it by the local approach to solve the problem of limited, non-adaptable
dictionary. Let us assume that the dictionary used in the global image processing is
hierarchical, e.g. it is a fragment of some larger ontology. Some concepts in the hierarchy
may be contradictory and cannot exist together.

Given a small set of hierarchically arranged concepts (e.g. inside, outside, mountain, ship,
building, sky) and a collection of images containing multiple instances of identical objects
(however seen in different scenes and contexts) we would like to make the hierarchy of

concepts more specific and precise. This idea is illustrated in Fig. 2.

First we detect all visual objects using the object formation routine discussed in Section 3.2.
Having all identical objects captured, we would like to link them into our existing hierarchy
of objects. To do this, we employ intelligent, global image analysis techniques, e.g.
classification, automatic image annotation. If needed, we may use a different intelligent
technique (classifier, automatic annotator) on each level of hierarchy. Recognition process
should take into account shapes of regions creating a visual object. We divide the image into
three separate segments, each having a different meaning for the processed visual object.
These three segments are: interior, context and environment, they are illustrated in Fig. 3.

11
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Figure 3. Three different annotation regions for visual objects

Having recognized objects on all images belonging to a single visual object, we may decide
where to attach it within the concept hierarchy. Usually, various recognition or annotation

12
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methods have one of three possible outputs: precise concept probability values, roughly
estimated concept scores or just a subset of concepts from the dictionary. All those output

types have to be processed in a different way. Three decision rules have been designed for
each type of output. Each decision rule outputs a single support value S for each concept w

and each image x containing the visual object.

In weighted decision rule it is assumed that the probability for each concept w within image

X is given directly by the recognition method:

Py (Z py = 1) A (py € (0,1)) 1)
vEW
Output support of this rule is equal to the input probability:
8 = P )

In binarized decision rule we introduce a threshold t responsible for cutting off a subset of

concepts from the dictionary W:

P, (Z Pl = 1) A (% € (0,1)) 3)

veEW
te(0,1) (4)
Output support of this rule may contain multiple concepts, thus we have to normalize it:
1: pE >t
bt = w=
w { 0: p, <t (5)
. bt
Sw == = 6
Y Yeew ©)
In the last binary decision rule we get the subset of words directly from the recognition
method:
1: w annotates x
€T
bw = { 0: otherwise (7)
Output support is averaged in the same way as in the binarized decision rule:
bﬁ‘.}
S’I’ — w — 8
“ Z‘UEW b{) ( )

Final decision regarding of linking the new concept within the hierarchy is made on the
basis of decision rule outputs. An averaged concept support values s, is calculated and
possible contradictions in the hierarchy are solved (function f). Contradictory concepts in
each level of hierarchy are modeled as a set of sets Z (multiple different rules on each level
of hierarchy). Each set Z; contains all contradictory concepts. In case there are two or more
contradictory concepts, the ones with the larger support are chosen by the decision rule dy;:
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f (Sm) = ﬂfl;ewﬂz,;gzs-ﬂ >SsuNVE L Nw € 4; (11)

The decision rule dy, introduces a threshold k responsible for the rejection option. In case the
uncertainty is too large (depending on the value of k) the visual object is rejected and not
integrated into the hierarchy. In case the decision rule d, accepts the visual object it is

processed deeper and deeper within the hierarchy.

5. Conclusion

The paper shows briefly the results of our methods concerning similar images retrieval
using PATSI annotation algorithm (now we are testing multi-PATSI method) and the
method of images matching — it detects whether two images share visually identical content.
The important part of our research in low level vision refers to the concept of visual objects.
We have proposed a grouping method which is able to automatically form visual object, this
approach is based on the image matching methods. Our method is able to find meaningful

visual objects purely on a visual basis.

Currently we want to join global and local image analysis routines. Global approaches
should provide efficient retrieval tool, but it can work only on limited dictionary, with all
words well represented in a training set. Such a dictionary can contain words from a given
ontology, i.e., the dictionary consists of hierarchically arranged concepts. Captured in low
level analysis identical objects can be linked into a hierarchy of concepts (objects) by global

image analysis techniques, e.g., automatic image annotation method.

Our future plans concern with the above mentioned problem. Initial set of decision rules are
proposed (Section 4), but we do not have experimental results. Of course, all sub-methods in
the proposed approach should work very well. Having weak one part of the method we are
not able to obtain good final results. So, we plan to improve our global method (e.g., multi-
PATSI method) as well as the automatic visual object formation methods. These two
research topics will be conducted in parallel with studies on the ‘bridge’ method that should

allow for filling up the semantic gap, perhaps even to a limited extent.

All the presented researches are dedicated to searching similar images, although we still
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have a problem with understanding the concept images similarity. Meaning of similarity of
images still causes problem, however more of us can easily indicate the similar images
within a not large collection of images. It is important that those images are usually similar
in the view of particular user, and therefore the term images similarity is not precise, it is
very subjective when is considered by people. In our group we have developed computer
program, called SIMILARIS, and a set of images used with this program. The main aim of
that research is defining a kind of baseline — measures of images similarity when these
images are evaluated by people. That data can be than used to find the efficient measure of
image similarity. After finishing the testing phase and our preliminary study, the program
SIMILARIS together with used collection of images will be published on the server with

free access to researchers.

Researchers on CBIR systems focus on building systems with the very high precision, but
the fundamental question still remains without answer: is it possible to obtain CBIR systems
with high precision and recall measures? The studies with SIMILARIS should help to find

answer to the above question.
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Abstract

* In Egypt space technology is viewed as a road to achieve several objectives:
- Science and Education:
* Improve our scientific level.
* Impact on Education and scientific research.
- Industry and Technology:
e Enhance our Industrial base.
* Introduce advanced technology.
- National Planning and Imaging:
» Satisfy the needs of national agencies of images for planning and development.
¢ Increase the use of Space Imaging as a national planning tool.
e Use of Space Technology in Crises management and mitigation
- Raising Technical Awareness:
e Raise the level of technological awareness in the country and thus enhance our
entry into advanced technologies
Priorities of Space Applications in Response to National Needs
e Agriculture: Food Stocks Estimates and Planning.
* Water Resource Monitoring and Management.
e Urban Planning
—The Project of Development Corridor (Farook El Baz).
—The project of Transfer of Urban mass to the desert (Rushdi Saeed)
e Disaster Monitoring and Management
—Establish Risk Zone Atlas of Egypt (Rocks, Floods, Fires)
—Fall of Rocks from Mokkattam.
* Maritime Movement Monitoring and Control
— Control lllegal Immigration
— Prevent Human losses at seas
ELEMENTS OF THE EGYPTIAN SPACE PROGRAM
The Satellites
The Stations
The Laboratories
The Space City
The People
The Universities
The Industry
The Technologies
. The Cooperation Projects
The Egyptian Space Program Future Directions
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Full use of EgyptSat-1 in development

Build network of users and value added

Build EgyptSat-2 in Egypt with 60% Egyptian Component (~5.4 m)

Attract Universities-(Universat-1)

Complete the Infrastructure, build and train the full team

Build cooperation with other Arab states towards an Arab Space Program
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Abstract

This paper presents our recent developments in intelligent decision support systems and early warning
systems as well as their applications for business intelligence. It reports our research results mainly
from three projects: knowledge-based risk prediction method using fuzzy logic and case-based
reasoning for avian influenza early warning, intelligent financial warning support system using
transferable adaptive inference-based fuzzy neural network, and competitive strategic bidding
optimization in electricity markets using bi-level programming and swarm technique.

Keywords: Decision support systems; Fuzzy neural network; Case-based reasoning;
Warning systems; knowledge-based systems; Failure prediction; Business intelligence

1. Introduction

Decision making, which is one of the most important activities of human beings, is more
difficult in today's rapidly changing decision environment than ever before. Decision support
systems (DSS) are playing a more and more important role in the decision making of
organizations in every discipline, including health, business, engineering, education and
finance [1-4]. In today, the 21st century’s complex environments, organizational decision
makers have increased requirements for advanced knowledge, previous successful experiences,
and intelligent technical conditions to support and enable better decisions [5]. Knowledge-
based methods and intelligent models have become a necessary component in current advanced
DSS and its applications [6]. With the ever-increasing complexity of decision situations and
related computing systems some new intelligent techniques have been considered today as key

technologies for the development of high quality distributed DSS applications [7-10].
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Furthermore, the current financial crises and terrorism threats, as well as swine flu in the
world, have sparked an urgent need to build early warning systems (EWS), which can
effectively support decision makers to recognize underlying vulnerabilities and implement
relevant strategies, enabling them to reduce, or eliminate, future problems and the risk of
experiencing a crisis. Powerful predictive ability will ensure that an EWS generates maximal
reliable warnings at the onset of crises. Unlike some natural (e.g. earthquake) and
technological (e.g. mining disaster) phenomena, predictions of a financial attack or an avian flu
social crisis are almost impossible to make by traditional mathematical forecasting models or
physical monitoring, nor is it possible to have a set of threshold values for warnings. Such
predictions are more strongly dependent on domain experts' knowledge and experience of past
similar crises, many of which contain vague, uncertain or dynamic elements and can be only
described in complex, ill-structured forms. For the kind of non-model driven, high uncertainty
involved crisis prediction problems, case-based reasoning (CBR), as the process of solving
new problems based on the solutions of similar past problems [1], neural network, machine
learning, fuzzy logic and other computation intelligence approaches provide a suitable
framework [11-13].

This paper presents our recent developments in intelligent decision support systems and early
warning systems as well as their applications for business intelligence. It reports our research
results mainly from three projects: knowledge-based risk prediction method using fuzzy logic
and CBR for avian influenza early warning, intelligent financial warning support system using
transferable adaptive inference-based fuzzy neural network, and competitive strategic bidding

optimization in electricity markets using bi-level programming and swarm technique.

2. A Knowledge-based Risk Prediction Method Using Fuzzy Logic and CBR for Avian

Influenza Early Warning

The threat of highly pathogenic avian influenza persists with the epidemic size growing in the
world. EWS and various risk analysis methods have been applied to measure and predict the
threat and a number of real EWS have been developed in last two decades. The prerequisites
for an EWS are to provide effective predictions of infectious diseases among which avian
influenza is hard to forecast and has devastating damages in human and other animals for its
virulence. In the meantime, epidemic EWS research has gained considerable attentions. An
epidemic EWS includes four principal components: identification and forecasting of an event;

prediction of the possible health outcomes; an effective and timely response plan; and an
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ongoing evaluation of the system and its elements [14]. However, there are some difficulties in
developing an epidemic EWS because of the following reasons: (1) the virus is special and
hard to extinct [15]. The virus is varied by the hosts and its origin and has been changing
continuously. Also the virus can cross different species, for example, from birds to mammals,
but it is lucky to believe that it cannot spread among mammals. (2) Poultry farm, bird trade and
wild birds’ migration make it spread through all the possible channels [15-17]. (3) Some other
undiscovered reasons also contribute to these difficulties, such as the unreported and illegal
trade of both wild birds and domestic poultry will shield the truth. These reasons have sparked
a timely need for intelligent or knowledge-based EWS which can effectively monitor and track
new, unknown diseases, produce signals to detect possible crises at an early stage.

Our study proposes a knowledge-based risk prediction method, which can overcome the
predicting difficulties by making full use of previous cases, experiences and knowledge [18].
This proposed knowledge-based method combines CBR techniques with fuzzy logic to make
the prediction more effective and the results more accuracy. A fuzzy logic based risk level
estimation model is also developed which employs SEIR model to simulate the infectious bird
size. Particularly, we developed a seasonal auto-regressive model-based support vector
regression (SARSVR) method which combines the seasonal auto-regressive model with
support vector regression (SVR) together and, in addition, is merged with the latent seasonality
identification method in the forecasting. We collected data from reports on the website:
http://www.oie.int/downld/AVIAN%20INFLUENZA/A Al-Asia.htm which contains the
verified H7 and HS infectious animal events from different countries around the world dated
from December 2003 until now. We sum up the time series to total 289 weeks for totally over
6000 cases with about 20 attributes. A set of experiments has been conducted to illustrate the

capabilities and procedures of the proposed method and techniques in avian influenza EWS.

3. Intelligent Financial Warning Support System using Transferable Adaptive Inference-

based Fuzzy Neural Network

Since the advent of various financial crises in the 1990s and 2000s particularly the recent
recession in mid-2008 there have been extensive investments in the construction of accurate
computational systems to predict the probability of financial crises, bankruptcies and Bank
failures. Various data analysis models and prediction systems, called Financial Early Warning
System (FEWS), have been developed. Although these models are useful to managers and

regulators [19-20], some drawbacks make them inapplicable as vital FEWSs for business. Most
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of the existing approaches, which use statistical methods, have deficiencies such as: ignoring
important sources of uncertainty in classification as an arbitrary definition of failure; data
instability and arbitrary choice of the optimization criteria; and neglecting time dimension of
failure [20]. In addition, almost all existing statistical financial prediction models have been
criticized for their assumptions, which are more likely to be violated in the fields of finance
and economics [21]. Conversely, the growing development of computational intelligence
techniques has led researchers to employ new methods such as Decision Tree [22], Support
Vector Machine [23-26], Case Based Reasoning [27-29], Genetic Algorithm [30] in FEWS.
One of the most popular computational intelligence techniques that have been significantly
applied to the domain of forecasting is Neural Network (NN) [31-35]. Although NN is a well-
known, efficient tool for prediction, it works as a ‘black box’ due to its computational
framework. It learns only the relationship between inputs and outputs, without providing any
knowledge about the relationship between inputs and outputs which is critical for decision
making. Fuzzy systems have been also introduced in this area to tackle the imprecise nature of
financial forecasting and effectively present expert knowledge about the influence of input
variables on financial situation, as output through a fuzzy rule base [36-39]. Its ability to
generate knowledge, and to use expert knowledge to solve prediction problems, makes it very
popular in the financial domain but it is not as accurate as NN. Fuzzy Neural Network (FNN),
which is an embedded model, uses NN and fuzzy systems to create a robust hybrid classifier
and forecaster tool in different fields [40-43]. In recent research, different kinds of FNNs are
used to classify and predict financial failures [21, 44-47]. The main advantages of these models
are their consistent fuzzy rule base gained from fuzzy systems along with their learning ability
and accuracy obtained from NN, to prevent probable future crises.

Although FEWS have proved to be very useful to prevent the reoccurrence of enterprise
bankruptcies and bank failures, ignoring following properties in most researches make them
inapplicable for finance industry. Since FEWS is more than a classical prediction model and
should provide an explanatory analysis to describe the reasons behind the failure, the
explanatory ability of system is as important as its predictive accuracy. In addition, a FEWS
needs to go beyond prediction and provide a prediction-based decision making component to
decide, suggest or recommend solutions for decision makers who have the authority to impede
imminent failure. Furthermore, a flexible and transferable FEWS, which can be modified for
different domains automatically, is so practical in application, easy to install and cheap to

setup. To achieve aforementioned properties in the FEWS, this study develops a system called
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Intelligent Financial Warning Support System (IFWSS) which first includes a novel FNN to
predict financial status as a prediction component of the system. Second, a Fuzzy CBR model
is developed and integrated with Fuzzy Multi Criteria Decision Making techniques to support
decision makers in measuring appropriate solutions as decision component of the system.
Third, an innovative Transfer Learning method is developed for proposed FNN to enable
system to be utilized in different business domains and convey valuable knowledge between
them. A set of experiments have been conducted based on two populations of United States
banks to test and validate the proposed approaches. The results show that our approaches

perform very competitively in comparison with existing financial warning systems.

4. Competitive Strategic Bidding Optimization in Electricity Markets using Bi-level
Programming and Swarm Technique

The competitive strategic bidding optimization is now a key issue in electricity generator
markets. Digital eco-systems provide a powerful technological foundation and support for the
implementation of optimization [9]. This study presents a new strategic bidding optimization
technique which applies bi-level programming and swarm intelligence [48-50]. In this study,
we first propose a general multi-leader-one-follower non-linear bi-level (MLNB) optimization
concept and related definitions based on the generalized Nash equilibrium. By analyzing the
strategic bidding behavior of generating companies, we create a specific MLNB decision
model for day-ahead electricity markets. The MLNB decision model allows each generating
company to choose its biddings to maximize its individual profit, and a market operator can
find its minimized purchase electricity fare, which is determined by the output power of each
unit and the uniform marginal prices. We then develop a particle swarm optimization (PSO)-
based algorithm (see Figure 1) to solve the problem defined in the MLNB decision model.
Experiment results on a strategic bidding problem for a day-ahead electricity market have

demonstrated the validity of the proposed decision model and algorithm.
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FIGURE 1 THE OUTLINE OF THE PSO-BASED MLNB ALGORITHM
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Abstract

The pape describes the state of the art in the emotitiaaled image retrievallt presents the former
reseach taking into account various aspects of this problem. The paper starts with presentation of
different sets of emotions that have been considered in the literature. Then we focus on another
challenging task — construction of the visual features responsible for the moods, affections or sensibility
evoked in humans by viewing images. A survey of methods applied to find similar images on the basis
of their emotional content is presented next. The conclusion presents a list of tasks that have to be
solved in future in order to improve the performance of such systems and to enable comparison between
different emotional based image retrieval systems.

Keywords: Image Mood Recognition; Emotion Recognition; Emotional-based Image Retrieval

1. Introduction

In the last years rapid development of data storage could be observed. It has resulted in
growing impact of information retrieval problem. Initially research was focused on text
retrieval. After many spectacular successes in this domain now a study is concentrated on text
understanding. In the last 20 years a lot of studies has been also revolved around effective
image retrieval methods. Let us imagine that we show two images a human. He/she is able to
assign mutual similarity between them very quickly. He is also able to indicate the most similar
image to the given one from a collection of images. This result we would like to achieve in
automatic image retrieval. After presentation a query image a system should be able to find

similar images without formulation of similarity criteria.

Subjectivity of human image similarity evaluation is worth of attention. It creates a big
challenge for an automatic method of image retrieval to satisfy user expectation. That is why
automatic method is unprecise in opinion of a user and sometimes it must be adjusted to the

user evaluation in a feedback loop.

! This work is partially financed from the Ministry of Science and Higher Education Republic of Poland resources
in 2008 2010 years as a Poland-Singapore joint research project 65/N-SINGAPORE/ 2007/0.
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In this paper we will concentrate on retrievals of images considering their emotional content.
These gstems are called EBIR [17]. An abbreviation is coming from emotional-based image
retrieval. Emotional content can be a difficult feature for the retrieval of visual information

because emotional information relies more on the human assessment to interpret it.

2. Emotions and their classification

The termemotion describes in principle the personal affectedness based on spontaneous
perception e.g. appearing images. Typically, the term mood is used when we concern
publications referring to music, while in the image domain the term emotion is more popular.
Here we use both terms and they are not indiscernible. Sometimes the term affect will be used
instead of them. It is worth mentioning that emotion is very subjective and is strongly tied to
the concept of personality.

Mood classification needs to define what kinds of emotions we will consider. Looking at the
research that has been reported in this field, it becomes obvious that there are two main groups
of mood models. The first group contains models that consist of listings of adjectives or nouns
and the second group contains dimensional models.

The simplest approach, belonging to the first group is presented in the paper [41]. It contains
positive-negative categories. In [27] the basic emotion set is as follows: happiness, sadness,
anger, fear and disgust. In the paper [29] surprise has been added to the set. Authors of the
paper [13] removed disgust from the set, but added neutral emotion and hate.

It seems that the most extended list of the first group is Kate Hevner's Adjective Circle. It
consists of 66 adjectives that can be divided into 8 groups. These eight classes are called:
sublime, sad, touching, easy, light, happy, exciting and grand (going through class 1 to 8).
They are shown in Fig.1. These emotional states were used in music visualization by photos by
Chen and others [5].

Another way of classification of images in some extent referring to its emotional content is
based on adjectives describing more objective attributes of a picture, like a warm-cold, static-
dynamic, heavy-light set, presented in [25]. Authors of the paper [37] developed the concept
and created the following set: exhilarated-depressive, warm-cool, happy-sad, light-heavy, hard-
soft, brilliant-gloomy, lively-tedious, magnificent-modest, vibrant-desolate, showy-elegant,
clear-fuzzy, fanciful-realistic. Some other proposals are: Kobayashi's words (used for example
in the paper [17] and space of valence-arousal-control describing emotions, presented in the

paper [14].
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Figure 2. TheAdjective Circle of emotional classes, described in the text

The seond group i.e. dimensional mood models consists of one or more dimensions where

each axis represents a special mood characteristic. An example of three-dimensional approach

is given by Mehrhabians [21]. The dimensions are: pleasure/displeasure, arousal/ nonarousal

and dominance/ submissiveness .

Very popular two-dimensional model is proposed by Thayer [32]. It is depicted in Fig. 2. The

model expresses the amount of energy and stress (on axis) contained in composition (musical

or visual). In each quadrant a kind of mood is assigned

exuberance

A

energ)

anxious/
frantic

stress
»

contentment

»

depression

Figure 2. The two dimensional Thayer's model of emotion classification [32]

Anotherproblem has been presented in [14]. The psychological experiments described in this
paper have shown that only a part of the area of the two-dimensional valence-arousal model
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generates a human emotion, as it is depicted in Fig. 3. Taking for each quadrants the moods by
the exteme values, the following discrete moods have been chosen: aggressive, melancholic,

euphoric and calm

agressive euphoric

arouse

unpleasant pleasant

melancholic

nor-arousa

Figure 3. lllustration of the 2-D affect space (on the basis of [14])

The preseted here a great number of different mood classifications causes many problems in
comparison of results obtained by various authors.

3. Approaches to image retrieval

Generally, there exist two approaches to image retrieval — the first one is based on annotations.
These are the tags assigned to images. They describe image or concepts presented in the image.
So this approach is equivalent to text retrieval. Historically, it was the first approach to similar
image retrieval. Usage an annotations in image retrieval is a consequence of rapid development
of Internet, where images are associated with reach metadata.

However, it is difficult to assume that all images have annotations. Their manual construction
is arduous and with present number of images unfeasible. Well known proverb says: one image
says more than 1000 words. Which of them to use to annotate an image, in which order they
should stand? It is difficult to find an answer.

Further studies were focused on searching images based on the image content like color,
shapes and textures. The systems applying such approach has been called CBIR (Content
Based Image Retrieval).

Initially, the CBIR systems used simple visual features taking into account only one
component like shapes, textures and colors of image (for example only color- [19], [36] and
[39] or only shape), but step by step more complex approaches were introduced, where the
simple features are used to build more sophisticated description of an image. This description

is called visual signature.
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In case the CBIR systems a new problem has arisen. It has been called a semantic gap, which
means adifference between concepts existing in natural language and visual features [26],
[37]. This is a general problem that can be observed in the emotional based image retrieval
also.

Semantic based image retrieval focuses on developing automatic methods for deriving
semantic description and annotation of images. Emotional semantics, which describes intensity
and type of feelings, moods, affections or sensibility evoked in human beeings by viewing
images is on the high level of abstraction [37]. In further part of the paper we will focus on

content based image retrieval taking into account their emotional impact.

4. Visual features (low level) of affect

Image semantics can be considered in several levels [36], [37]. Starting from the highest level
we have highest level of abstraction, which contributes to our interpretation of the senses, for
instancesadnessThen going through theierarchy of levels, we can use semantic categories,
which express semantic knowledge (e.g. red color induces energy feelings). Next, we can
consider semantic indicators, (i.e., image elements, which are characteristics for certain
semantic categories. On the lowest level measurable image attributes (features) are used. The
problem of feature-based affect representation is crucial for the EBIR systems. The search for
relations between features and the affective states (abstract semantics) is hot topic in a number
of recent studies. Many of them are common with content based image retrieval (CBIR)
systems. It is worth mentioning that as authors in [22] suggest different semantic categories
(emotional states in our case) are characterized by various specific features. In the next
subsections the features possible to apply to the EBIR systems will be discussed.

4.1. Color

All EBIR systems consider color as a basic feature. It is not surprising. People for centuries
have knownthat color evokes emotions and creates powerful moods. Color has a profound
effect on how we feel watching a picture. Some well known emotional associations with
colors are as follows. So called warm colors like red and orange are more active than passive
colors like blue and turquoise. The color red is assumed to communicate happiness, dynamism,
and power. Orange is thought to resemble glory; green should elicit calmness and relaxation;
and blue may suggest gentleness, fairness, faithfulness, and virtue. Purple, on the other hand,
sometimes is associated with fear, while brown is often used as the background color for

generating relaxing scenes.
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Further, a sense of uneasiness can be evoked by the absence of contrasting hues and the
presenceof a single dominant color region. This effect may also be amplified by the presence
of dark yellow and purple colors. As opposed to this, the sense of calmness and quietness can
be conveyed by combining complementary colors.

Pleasure/displeasure is expressed by the lightness of the color. Bright colors create a positive
and friendly mood whereas dark colors create a gloomy impression. The problem with color
feature in image retrieval is which color system to use. Many of the first image retrieval
systems were based on the HSB and HLS color systems, which are flawed with respect to the
properties of color vision. Now users more frequently choose perceptually-based systems like
L*u*v* and L*a*b* [36].

Colombo et al. [10] described a method of art paintings retrieval by mapping expressive and
perceptual features to four emotions. The image is segmented into homogeneous regions,
extracted features such as color, warmth, hue, luminance, saturation, position, and size from
each region, and its contrasting and harmonious relationships with other regions are used to
capture emotions. Another proposal is presented in [39], where descriptorsqcaigdcolor
codeandquery gray codeare designed on the basis of human evaluation of 13 emotion pairs.
Coloring of an image is the most essential aspect in evoking human emotion.

4.2. Texture

Texture features are intended to capture the granularity and repetitive patterns of surfaces
within in a picture. It is an important feature for mood recognition. Activity emerges from
diagonal lines, whereas horizontal lines do express calmness. An example of such approach
can be found in [40], [16]. The authors applied so called Wiccest features. These features
utilize natural image statistics to effectively model texture information. Texture is described by
the distribution of edges in a certain image. Hence, a histogram of a Gaussian derivative filter
is used to represent the edge statistics. They also applied Gabor filters for regional image
feature extraction. The filters may be used to measure perceptual surface texture in an image.
They respond to regular patterns in a given orientation on a given scale and frequency. Also the
results were preliminary they demonstrate the potential of computers to elicit realistic emotions
as can be derived from visual scenes on the basis of texture features.

4.3. Shapes

Shapes are connected with objects existing in an image. There are many methods allowing to
recoquize objects in an image. In [30] for shape representations an image is converted into
binary one. Polygonal approximation that uses straight-line, Bézier curve and BSpline are

applied. As a result the image is presented as a set of straight lines, arcs and curves. A set of
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typical shapes characterizing the domain specific objects are defined. Fuzzy production rules
are usel for calculation similarity between the search shape and given object shape. They are
obtained after image mining.

In some papers shape descriptors are used. Bgnaphical object is displayed [31], a set of
points is used to represent the shape. This set of points is connected by lines to form a
wireframe. This wireframe shows a set of polygons. Once polygons have been created, the
rendering algorithm can shade the individual polygons to produce a solid object

Another approach to shape recognition is described in [4]. Segment images into primitive
regions are transformed, then some of the primitive regions are combined to generate
meaningful composite shapes, which are used as semantic units of the images during the
similarity assessment proces#/e should also keep in mind that objects can carry a symbolic
meaningwhich can have essential sense for the emotional content retrieval.

4.4. People and faces

Many research has been done in the area of emotional image retrieval concentrated on images
including people. This study has a common roots with robotics for searching a social
interaction with human partner. Studies show that body language [1], [2], [3] is the main means
of communication. Borg in [3] claimed that nonverbal communication is important and creates
up to 93%of communication and that 55% of it consists of body language. Even though the
human species has acquired the powerful capabilities of a verbal language, the role of facial
expressions remains substantial. Look of the face provides significant messages, that is why
knowledge about the posture and facial expression can deliver a lot of information about image
affects.

Many studies are performed in video images recognition where a sequence of postures is
considered to recognize [1]. The authors proposed a multi-modal language where words
contain instances of affective categories that emerge from competitive signals describing the
body posture of a human subject. They show how the emergence of affective categories could
be modeled. They selected five emotional states: happy, sad, angry, tantrum. and scared. For
each state they identified the most important features

4.5. Social and cultural aspect of emotions

While considering color, symbols and shape features we have to keep in mind culture aspect of
their significance for different nations. For instance, in the Middle East — blue is a protective
color but in China blue is associated with immortality. The problem of individual, social —

cultural aspect of emotions in the context of human- computer interaction is deeply discussed
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in the paper [2]. Some shapes or objects have a specific meaning in different cultures and they

should be trated like a symbols carrying special meaning.

5. Feature extraction

Features extraction methods applied in emotional based image retrieval do not differ much
from those applied in content based image retrieval. Emotional based image retrieval is rather a
problem of a features set choice that discriminates various moods. Generally speaking, all
approaches use a variant of color and gradient information for the image mood classification.
Wang et al. [38] use image brightness, color temperature (warmcool), saturation and contrast
descriptions as features. A non-uniform quantized histogram of the HSV (Hue Saturation
Value) color space is another example of features based on coloring [5]. A color histogram
feature, calculated in the HSV color space is popular approach [12]. It is similar to the MPEG-
7 Scalable Color Descriptor [9]. Its popularity can be explained by a wide spectrum of features
it covers: brightness/darkness, saturation/pastel/pallid and the color tone/hue

The gedient information is very useful to find texture and shapes. It is estimated by different
features e.g. a Haar Wavelet Transformation [8] or Hough Transformation [13]. Canny Edge
Detectors together with Wavelet Cofficients are also applied [5].

In case of faces included in an image, the feature vector, which expose information about the
characteristics of the current mouth shape and the overall facial expression state, consists of
angles and distances between a series of facial feature points in 2D or in 3D [23]. A feature
vector extraction needs face recognition in an image. Generally, the HSV color model is used
to extract the facial feature points, which is appropriate in order to exploit the behavior of
facial feature areas.

It is worth mentioning the role of ontology in semantic image retrieval, which is more and
more popular in bridging a semantic gap between visual features and semantics. An example
using MPEG- 7 standard is described in [42]. The corresponding relationship between image
low-level features, diversified levels of semantic and emotional semantic features is reflected
by combining Mpeg-7 ontology framework and image semantic description model. Rules
represent rule base for ontology acting on the reasoning machine. Their binding with Reasoner
produces the reasoning results. Ontology can be also helpful to recognize symbols and of

human postures meaning.

6. The techniques applied in emotional image retrieval
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In the next step, on the basis of extracted image descriptors (for machine learning methods
called kature vectors) a similar image is searched
Two kinds of machine learning methods can be applied: supervised learning (classification)
and unsupergied learning (clustering). The classification scheme is usually based on the
availability of a set of patterns (feature vectors representing images) that have already been
classified by an expert. This set of patterns is called learning set and the resulting learning
strategy is called supervised learning. Learning in unsupervised way, means that the system is
not given ana priori labeling of patterns. It itself establishes the classes based on the
regularities of the patterns.
The challenge in these methods is to construct proper training set with good structure and
enough samples. The training samples usually not enough since data are mostly acquired from
psychological experiments involving subjects. It is worth mentioning that the emotional
semantics are hard to extend after the training had been done.
Typically, the retrieval systems make exhaustive use of machine learning techniques like:

* Regression [11],

* neural networks (NN) [13], [27], [33], [8]

e fuzzy theory (FT) [13], [33],

* interactive genetic algorithm (IGA) [6], [7],

e support vector machine (SVM) [37].
In case when SVM or neural network method are used, after training on a training set the
image in query represented by its feature vector is processed by SVM or neural network and
the class of emotion is found. Similar images are images from the same class of emotions. IGA
provides the images selected, based on the user’s evaluation. In each iteration the user gives an
appropriate fitness to what he or she wants, the system returns the relevant images on this
basis. Also traditional Bayesian approaches naive Bayes [28] or k-NN (k-Nearest Neighbor)
are frequently used or intermixed.
The other method of emotion recognition is an application of hierarchy model or rules with
middle level semantics based on the domain knowledge without training. The knowledge is
available from the color research theory, aesthetics, art theory, design experts and
psychological experiments. Lee [19] extracted rules for emotional evaluation of the color
patterns using rough sets. Wang [37] described a hierarchical model from low level features to
middle level semantics and then to high-level emotional semantics. It used accumulated

knowledge and experience to accomplish image emotional semantic query.

9
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Another approach is to apply clustering. It allows to group image pixels into regions. For each
region €mantic meaning is assigned. In the paper [37], [41] the fuzzy clustering method is
used so as for each cluster colors can be interpreted in semantic way because the only feature
taken into account is color. In [20] the authors applied ant colony algorithm to obtain clusters.
In clustering other methods can be applied for instance SOM (Self Organizing Map) or k-

means [28].

7. Conclusion

Discovering detailed mechanism of emotion deducing on the basis of visual features is still the
challenge. Study in this area is in its infancy, and research on interdisciplinary knowledge
including psychology, sociology, cognition and image processing is needed.

At this place we can ask — how much emotional based image retrieval differs from general
content based retrieval (CBIR)? Certainly, many elements are common and they can be applied
in EBIR systems with success but with regards to the huge opinion subjectivism it seems that
further research should focused on searching for specific features expressing image emotions.
The problem lies in the collection of emotions that are considered, because currently in each
papers this collection contains another set of emotions.

The key problem is to select meaningful visual features that represent human emotions. Some
features (e.g., color, hue, luminance, saturation etc.) have been proposed but their effectiveness
has not yet been evaluated in full extent. Emotional semantics image retrieval is a new and
promising research direction. This semantics refers to the highest level of abstraction, i.e., the
semantics that describes intensity and type of feelings, moods, emotions evoked in humans
when they are viewing images. Emotions expressed in images are subjectively evaluated by
various people and this can cause a great challenge in the machine emotional based image
retrieval.

To fully evaluate existing methods of emotional image retrieval it is necessary to construct a
benchmark image collections. At the moment it is difficult to compare the results obtained by
different research centers because all results are obtained with various image data sets.
Nowadays, only one such collection has been identified [18], applied in 2 papers [40], [41].
Current research trends tend to combine several previously proposed methods, e.g. different
interest point detectors, different features or different matching strategies, which makes it
difficult to judge the overall performance of the individual components, since the interplay and

the fine tuning of the different parts becomes more and more important.
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Emotional image retrieval can be perceived by searching images similar to the query image
taking inb account their emotional content only (for instance to find images illustrating a given

story) or it can be one of the existing filters to improve searching similar images. In both cases
its application helps to mimic human search and evaluation in automatic image retrieval and as

stated in [24] it can significantly improve the performance of image retrieval system.
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Introduction:

Cognitive biometrics is a novel approach to user authentication and/or identification that

utilises the response(s) of nervous tissue. The approach relies on the presentation of one or more
stimuli, and the subsequent response(s) are acquired and used for authentication — a typical
stimulus-response paradigm.  The stimulus could be the presentation of a familiar photograph,
song, or a Rorschach ink blot, either singly or in various combinations. This feature alone clearly
distinguishes cognitive biometrics from traditional physiological biometrics, which presents a
fingerprint scanner, a fixed and constant input. The purpose of cognitive biometrics is to extract a
unique signature from the user — but one based not on a constant physiological trait such as their iris
or retina — but rather on the cognitive, affective, and conative state of the individual — either alone
or more typically in various combinations. The motivation for this approach is to provide a more
intuitive, user-friendly authentication protocol that is also cost effective. The stimulus presented to
the user is typically in video and/or auditory format — which can be provided by any standard
mobile phone, notebook, or desktop computing device. What is required is the production of the
stimulus and a way to record the response — this can be accomplished through a software only-
mechanism. In addition, this approach may be considered less offensive to the user community
relative to iris or retinal scanners— user acceptability and obtrusiveness is a critical design issue
when developing a biometric. With respect to behavioural biometrics, the state space of possible
input-output relations is limited by the feature space. For instance, in keystroke dynamics, the
features extracted in a typical implementation include the di-graphs, tri-graphs, typing speed, and
total typing time. This is a relatively small feature space — which ultimately may limit the
resolution of such an approach. To circumvent this potential limitation, implementations tend to
rely on narrow thresholds for each feature — which in turn may exacerbate issues such as false
positive and negative measures (FAR/FRR respectively). Cognitive biometrics utilises a much
broader range of features and hence may transcend this inherent limitation. With these
considerations in mind, it is time to explore exactly what the cognitive biometrics approach is all
aboult.

Cognitive biometrics ultimately relies on the behaviour (very generally construed) of the
subject during the authentication process. Note that cognitive biometrics is completely distinct
from behavioural biometrics. The primary difference is behavioural biometrics such as keystroke
dynamics, signature, and gait still rely on the motoric features of an individual — which are only
peripherally related (or potentially modulated at best) to cognitive state. Furthermore, the purpose
of cognitive biometrics is to utilise an individual’s perception of a stimulus — which will invoke a
response (non motoric) which engenders the person’s genetic and experiential background. It is
assumed that genetic variability is large — and experiential backgrounds are extremely varied — their
combination will provide a very large number of possible states that can be used as a means of
person authentication. Behaviour can be considered as a complex interaction between cognition,
affect, and conation. Cognition involves conscious activity and forms the basis of our intellectual
capacities — such as reasoning, memory, and inferential abilities. Affect is a term used to reflect the
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emotional state of an individual — the mood. Conation refers to drives, desires, and motivations for
action. In very basic terms, all three aspects of behaviour entail the deployment of the central
nervous system — and to some extent the peripheral nervous system. For example, viewing a
familiar photograph generally will elicit memories of the associated context, with concomitant
changes in the affective state of the individual. The responses generated by this stimulus
presentation are not fixed though — the response will be modulated by past (and more recent)
experience, the current state of the individual, and the context in which the stimulus was presented.
One would therefore not expect that all of the responses to the stimulus will be identical across
multiple presentations. The task in this scenario is to identify and hence extract salient features that
persist across multiple stimulus presentations. Certainly, the photograph is not expected to elicit the
same response from another individual — the question is how will the responses differ? If we keep
the stimulus presentation scenario constant, then the differences in the response — if they indeed are
different — must be related to either the current state and/or their experiential histories. Whether
these two aspects actually need to be resolved is an open question. It is difficult to control for the
current state of an individual — this depends on their cognitive, affective, and conative feature set at
the moment of authentication. For now, this issue will remain an open question — to be discussed
somewhat more thoroughly in a later section. The question now at hand is how do we measure the
differential responses from individuals?

Users could be asked to respond verbally to the stimulus — which could be recorded and
analysed. The analysis could occur on several levels — at the speech recognition level and/or at the
semantic level. Clearly speech recognition is a mature science, with a fairly high level of
classification accuracy (typically 80%). Analysing the data at the semantic level is slightly more
complicated — but again there is a large literature on natural language processing that could be
invoked for this process. If we decide not to utilise natural language responses, what features do we
have available to us? The question really boils down to the cardinality of the feature space available
to us when we observe a particular stimulus? Not to be undone by the notion of qualia — we seek to
engage various physiological changes that are both consciously and subconsciously produced when
presented with a response invoking stimulus. The stimulus could be a game, a song, a puzzle, a
photograph as simple examples. The question is does these stimuli produce changes that are
recordable at the physiological level —and if so, what faculties do these changes involve.

Returning back to our cognitive triumvirate, we have cognition, affect, and conation
available to us. How can we ascertain the states of these aspects of behaviour without utilising
natural language? Cognition is a very broad term encompassing a bewildering array of activities
such as memory capacities, planning strategies, reasoning capacities, etc. This array of features is
simply too large to examine exhaustively in real-time, so we must limit the search space (unlike
behavioural biometrics!). Further, the authentication process is generally performed as a solitary
event — so the features must be acquired without human intervention. Further still, we now know
that the mind is responsible for cognition, and that the mind is actually in the head — so that is the
place to start searching for features. One automated method for extracting information about brain
states is by recording the electroencephalogram (EEG). The EEG is a real-time recording of the
electrical potentials that are produced as a result of the firing of concurrently active and spatially
organised neurons. In order to record the EEG, electrodes must be placed on the scalp surface, and
the resulting electrical potentials are measured and stored on a computer system for automated
analysis. The question becomes how is the EEG related to cognition — this is a very interesting
question — central to the field of cognitive electrophysiology. More details on the deployment of
EEG in the context of biometrics will be presented later in the case studies section. At the moment,
it should be noted that the EEG is able to extract data that can be deployed as a neuro-imaging tool
to acquire information about cognition within certain constrained contexts.

Can we gather information concerning the affective state of an individual under the
constraints of a real-time biometric facility? Again, we must rely on the deployment of an
automated mechanism that can acquire features and store them for subsequent analysis (both on-line
and off-line if required). There are several proposed mechanisms for extracting physiological
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information regarding the affective/emotional state of an individual, of which this paper will focus
on two: the electrocardiogram (ECG) and the epidermal response (EDR). The basic premise behind
this approach is that changes in emotional state produce physiological changes that yield
measurable changes in either cardiovascular function or skin conductance properties. Please note
that no assumption is made here about the mechanism of emotion production. All that is assumed is
that there is a correlation between an emotional state(s) and a recordable signal from one or both of
these devices (EEG/EDR). The feature space of emotional state is potentially large — depending on
the taxonomy one chooses to utilise. In some instances, a basic set of affective states are assumed
and all other emotions are derivable from this base set. Emotions tend to be manifest in a more
stereotyped fashion in contrast to the electrophysiological activity of the brain. Also note that the
time scale for emotion is highly variable — they can last for seconds (a fear response) to years
(love). The stimulus that is presented to the individual should elicit an acute emotional response.
We do not want to permanently alter the individual’s affective state — otherwise this may alter
subsequent authentication attempts at the very least! The fundamental question is how affective
states manifest themselves in terms of alterations in cardiovascular physiology and skin
conductance properties? This important question will be addressed empirically in the case studies
section.

The conative state of an individual is probably the most difficult to acquire — as the notion of
drive and motivation is typically of variable duration and a more ‘cerebral’ attribute. The research
into this aspect of human behaviour is rather limited — virtually non-existent in the biometrics
literature. The difficulty amounts to identifying how changes in conative states maps onto
physiologically measurable changes. The psychology literature presents several possible
approaches to addressing drive and motivation — which may result from peripheral stimulation
through emotional state alterations, producing measurable physiological changes. For instance, the
fight-or-flight response, which results in the immediate sense of fear — will most certainly enhance
the level of arousal — which in turn will have an immediate effect on the conative state of the
individual. Clearly, there will be changes associated with heart rate, respiration, and skin
conductance which could be measured quite accurately. The issue with respect to biometrics is
creating the stimulus necessary to produce a given conative response that is robust in terms of the
number of states thus produced. Fight-or-flight is possibly too limiting a stimulus — reflected in a
stereotypical response. In the context of biometrics, one would like to produce a stimulus-response
result that is unique as possible. Integration of conative states and emotional states may provide a
more robust and richer set of states that could enhance the individuality of the response. This is an
open and interesting area for further research, and will be discussed at a later time.

Thus far, the groundwork for a working definition of cognitive biometrics has been
presented — with an emphasis on the nature of the source of measurable features and the available
technology to record the responses. Essentially, a rational basis for designating the input-output
relationships has been proposed. The inputs must be carefully designed to elicit a response that is
measurable using typical recording methodologies such as the EEG and ECG. One should note that
almost by definition, cognitive biometrics relaxes the constraint that the input-output function is
one-to-one.  Unlike fingerprints of retinal scans, the stimulus presented during a cognitive
approach does not have to be unique — any number of photographs may elicit the same response.
Likewise, the same photograph may elicit different responses at different times. This relaxation of
the input-output response is clearly not typical in the biometrics domain — though it may help to
overcome some of the inherent difficulties associated with biometrics generally. The focus in most
biometric research programmes has been to extract a unique and specific feature from an individual
that is invariant over time — which is then utilised for the discrimination task inherent to biometric
authentication. This is why fingerprints and iris scanners (the mainstay of physiological biometrics)
are popular — they are based on the general understanding that these features are absolutely unique.
In terms of behavioural biometrics — the issue of reproducibility and constancy is central to the
success of the authentication mechanism.  There is an explicit understanding that we cannot
reproduce our signature exactly every time. The principle reason for this requirement is the lack of
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a robust feature space — the number of degrees of freedom is small relative to the inherent variance
in the population. To compensate, thresholds for acceptance and rejection are narrowly construed,
resulting in the typical FAR/FRR trade off. That is, when computing the equal error rate (EER),
which is computed by plotting FAR against FRR, for a parametised stringency variable, one
invariably finds that when FAR is reduced, FRR increases and vice versa. The approach adopted in
typical biometrics assumes the classification task (imposter versus legitimate owner) is linearly
separable, and as Minsky and Pappert have pointed out, simple linear discrimination methods do
not work in all cases. The robust and feature rich approach engendered by cognitive biometrics
may provide a way out of this dilemma. This will have to await empirical support before any final
conclusions can be drawn. In the next section, small sample of case studies is presented which
highlight some of the relevant biometric approaches that have been published that fall within the
purview of cognitive biometrics (though possibly unwittingly by the authors!) . Lastly, a conclusion
section will highlight the current state of the art and provide suggestions for further research.

Case Studies:

The sample of case studies presented in this work reflect the use of a biosignal based
approach, whereby the inner mental (cognitive) and emotional states of an individual can be
recorded in a more or less automated fashion. This approach utilises biological based signals such
as the electrocardiogram (ECG), the electroencephalogram (EEG), and the electrodermal response
(EDR) as the inputs to an authentication system, which are recorded using standard equipment in a
non-invasive fashion. Each of these biosignals presents a wealth of information that can be
extracted quite easily using a single recording system, such as the NeXus-4 system
(www.nexus.com), which provides 4 channels for recording a combination of EEG, ECG, or EDR,
using wireless technology for data transport to a server for authentication purposes.

These biosignals are generated by the heart, brain, and the autonomic nervous system
respectively — which are treated essentially as portals which provide real-time information regarding
the on-going dynamics of the nervous system (both central and peripheral). This approach to user
authentication is fairly recent — and the bulk of the research in this domain has focused on
determining which features provide the maximal discriminatory capability. The bulk of the work
published in the literature has thus far focused on discovering unique feature sets that maximise the
resulting classification accuracy. The inputs are treated more or less as a time series — with various
signal processing techniques applied to maximise the cardinality of the feature sets. The results are
quite impressive — with classification accuracies up to 100% for small cohorts. This work really has
laid the groundwork — and has called upon — the signal processing technology which is well
established in other domains. The next stage in the evolution of cognitive biometrics is to
incorporate the biological aspects of behaviour that are manifest in these biosignals. For instance,
there is a considerable literature on the heritability of aspects of the relevant biosignals — which
indicates that on first principle, there is uniqueness contained within these signals that is
independent of the phenotypic expression. This issue needs to be explored more thoroughly — as it
may indicate that the results obtained from small cohorts may extrapolate to the population at large
— clearly a requirement for any serious biometric implementation. Further, the stimulus-response
paradigm should be made central to the authentication scheme — in order to explore the thresholds
required for obtaining satisfactory results. These are issues to keep in mind when reading through
the case studies. These topics will be addressed at the end of the case studies section, where the
focus will be on the future of cognitive biometrics. First, we start with the humble ECG.
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The Electrocardiogram: ECG

The use of the ECG as a biometric was first proposed by Forsen in 1977, a prescient paper
that also discussed the deployment of EEG as a biometric tool [1]. The ECG records the electrical
activity generated by the beating heart — generating a characteristic waveform which is depicted in
Figure 1.1. This technology has a long and venerable history, beginning officially in 1887 [2]. The
heart utilizes electrical activity to activate the muscles required to pump blood through the
circulatory system. By placing sensitive recording electrodes at particular regions around the heart
— the signals can be detected. The signals generated by the heart beat forms a regular pattern (see
Figure 1.1) that records the electrical activity of the heart. This signal was utilized by Forsten in an
attempt to determine the individuality of the ECG — if it was determined that the signal is unique —
he proposed that this would serve as a useful biometric technique.

In Forsten’s approach, the recording of the ECG was accomplished in a very non-invasive
fashion — he utilized two electrodes that were attached to the index fingers without the use of a
ground lead or electrode paste. Data was collected from subjects at three sessions of 30-40 seconds
each. The data was filtered with a 3 KHz cut-off frequency and the data was digitized for
subsequent analysis (for more details consult [1]). Several features were extracted for subsequent
classification purposes. A total of 10 features were utilized: five time intervals and five amplitude
differences. The time points correspond to the 5 major deflection points in the signal (labelled P,
Q R, S, & T). The amplitude measurements we produced using the same five time point
fiduciaries, with the addition of a 6™ halfway between S and T deflection points. These features are
utilized to produce a reference vector for the individual. When the same user requests
authentication, several heart beats are recorded (takes a few seconds only), and the average of the
authentication request trials is compared with the reference vector.  The results of this approach,
based on Type | and Type Il errors were extremely encouraging, yielding values of 1.2% and 1.1%
respectively. This is a phenomenal result — considering the small number of features utilized.

The results from the Forsen study have been confirmed by other researchers. Silva and
colleagues published results indicating a successful classification rate of over 99% from a collection
of 26 subjects, using a contingency matrix analysis approach [3]. A study by Israel and colleagues
examined the stability of the ECG as a biometric modality [4]. Their results indicate that the
features extracted for classification purposes were independent of sensor location, invariant to the
individual's state of anxiety, and unique to an individual. There are several other studies that
employ ECG as a method of user identification, most of which provide exceptional classification
results (greater than 95% accuracy — and many reaching 100% (see [5]-[8]). This is a desirable
quality, as the stability of the signal must be sufficient for robust classification.

QRS
Complex

Figure 1. Atypical ECG pattern for a single heart beat, with indications of the principle fiduciary
marks.
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The Electroencephalogram: EEG

The EEG is a signal that is generated by the collective activity of neuronal generators. That
is, brain activity produces an electrical signal that can be recorded by placing voltage sensitive
electrodes on the surface of the scalp (see Figure 3). What is required for the signal to be recorded
at the scalp is a collection of neurons firing synchronously, and oriented towards the surface of the
head. Provided these conditions are met, a stereotyped signal is recorded from each electrode
positioned over the entire surface of the scalp. As suggested by Figure 2, a tremendous amount of
data is generated during an EEG recording. Typically, anywhere from 18-256 electrodes are
positioned on the scalp, each providing a time series sampled at 0.5-1.0 KHz., generating hundreds
of megabytes of data that must be analyzed in order to extract useful information.

The feature space of EEG data is very large - both from the fact that data is collected in
parallel (across each electrode) - but also because the brain is a very complex dynamical system.
The firing of neurons, which is an electrical process, generates recordable signals that form a
background, upon which is superimposed the activities of specific collections of neurons that
respond according to the engagement of a variety of cognitive tasks, such as reading, thinking of an
image, vocalization etc. EEG as a biometric is typically deployed in one of two ways: in one, a
spectral analysis of the waveforms is utilised, and the other, features superimposed on the on-going
background activity is deployed.
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Figure 2. Sample of cognitive states and the associated EEG waveform recorded from a normal
adult male. Note the scales - the X-axis is time and the Y-axis is potential (measured in pV).
(source: www.arstechnica.com)

In the spectral analysis approach, the raw EEG data (such as that presented in Figure 2) is
processed, examining the power level at various frequency bands. Typically, the EEG presents a
series of frequency bands that have been correlated with cognitive sates of arousal. These bands
have specific designations: delta, theta, alpha, beta, and gamma, which reflect changes in frequency.
For instance, the delta wave is associated with low frequency (0.1-3Hz) oscillations, and gamma
waves occur with frequencies at or above 30 Hz. A spectral analysis approach examines the power
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spectrum at these various frequency bands - and can be used for person authentication. It should be
noted that although the EEG record will vary even when measured from the same individual under
identical circumstance, there is a certain level of inherent individuality in the EEG.  In a study
involving 309 (142 monozygotic and 147 dizygotic twins), it was found that the heritability was
over 75% for the delta and theta bands [9]. This result has been confirmed by other researchers, and
provides a lower bound on the information content of EEG - at least at the spectral level [10]. The
deployment of spectral analysis for

BT .‘;“

Figure 3. A typical clinical grade EEG setup, highlighting the positioning of the electrodes on the
scalp. (Source: www.lsa.umuch.edu)

person authentication has provided very promising results. A report by Palaniappan & Mandic
provide data that reporting 98% classification accuracy from a small study cohort, where subjects
were asked to observe drawings of common black and white objects using basic EEG data [11].
Mohammadi and colleagues utilized an autoregression (AR) based approach to person identification
using raw EEG data [12]. The authors concluded that the classification accuracy, which approached
100% in some instances, suggested that the EEG contains a genetic component, which is the
principle reason for the very high identification rates.

The study by Palaniappan & Mandic utilised a more cognitive approach to EEG based
biometrics, where the subject is recorded while performing a standard everyday task. When a
person performs a specific task, such as visual perception, short-term memory tasks, and language
based tasks, specific regions of the brain become active. EEG can be used to identify regions of
the brain that are associated with the performance of tasks involving cognition, thus fulfilling the
essential requirement of a bonified neuroimaging methodology.

This neuroimaging facet of EEG analysis is made possible through the identification of
specific patterns within the on-going EEG activity. More specifically, if a subject is presented with
a visual recognition task - such as might occur during a graphical authentication scheme, various
regions of the brain associated with visual processing will become active during task performance.
These signals will be embedded within the on-going EEG activity. One way to enhance the signal-
to-noise ratio is to ask the subject to repeat the task a number of times. The signal-to-noise ratio
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increases as the square root of the number of repetitions. It is hoped that through inter-trial
averaging, any background signal ('noise") will cancel out, leaving only that part of the signal that is
responsible or induced by task performance. This approach produces a signal that is time locked to
stimulus presentation - and is termed an event related potential (ERP). There are a variety of ERPs
that have been identified - the prototypical one being termed a P300, first reported by Sutton in
1965 is
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Figure 4. An example of an ERP waveform, demonstrating a range of ERPS - note that positive
polarity is downward - and note the large P300 ERP component on the far right. (source:
www.en.wikibbooks.org)

presented in Figure 4[13]. An ERP is identified by its latency, polarity, and spatial location. For
instance, the 'P' in P300 reflects a positive deflection, the '300' reflects the delay in milliseconds
after stimulus presentation. The location is a more difficult task - which requires significant
modelling approaches. The location is not typically required for use in the current context - though
this is a significant task in neuroimaging. The overall shape of the ERP waveform: the amplitude
of the peaks and their latencies will typically vary across individuals. One must also consider that
there are a variety of ERPs - which can be elicited within a single authentication scheme. It is this
depth of the feature space that can be exploited for authentication purposes. In addition, when
ERPs are combined with standard EEG signal analysis, the feature space becomes very large and
has the potential to produce a very unique and characteristic profile for a given user. Exploiting
such features enables EEG based biosignals to qualify as a biometric, the success of which can only
be demonstrated at present empirically.

Current research has provided evidence that we generate recordable and reproducible signals
that can be captured using EEG technology when we think of something, such as a password. In an
interesting paper entitled “Pass-thoughts, authenticating with our minds,” the notion that we may be
able to authenticate by simply thinking of our password [14]. The authors of Pass-thoughts indicate
that the signals recorded using EEG under the context of mental authentication were reliable and
required little training by the subject.

Paranjape and colleagues have successfully used this technology to identify a set of 40
subjects [15]. In their work, the subject identification scheme was 100% accurate for training cases,
and 80% accurate for test case. Polous and colleagues were able to accurately identify subjects
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(classification accuracy between 80-100%) [16]. Riera and colleagues provide data that yields a true
acceptance rate (TAR) of 95+%, with an EER of 5.5% [17].

These results are promising - the deployment of native EEG and ERPs for user
authentication have provided very high levels of accuracy - approaching more traditional
physiological based approaches such as fingerprint based systems. In the next section, we present
a summary of another biosignal based authentication scheme - utilising the response of the
autonomic nervous system - the galvanic skin response (more formally termed the electrodermal
response).

The Electrodermal response: EDR

The electrodermal response (EDR) can be measured quite easily using the same technology
deployed in EEG and ECG, providing a unified signal acquisition system. A typical EDR signal is
presented in Figure 5, which displays a 60-second recording from a single subject. Essentially,
EDR simply measures the electrical resistance between two points. The resistance of the skin will
change due to the emotional state of the subject, which is controlled by the autonomic (sympathetic
and parasympathetic, as well as the enteric nervous system) nervous system. The autonomic system
in turn controls the activity of sweat glands which are embedded in the middle layer of the skin.
The stability and heritability of the EDR has been studied in a large cohort of monozygotic and
dizygotic twins([18]. The results of this study indicate that approximately 50% of the variance
between individuals can be accounted for by a single latent phenotype. Although there is little
published data on the deployment of EDR specifically as a biometric directly, there are reports that
indicate that EDR can be used to acquire information about the emotional state of an individual.
Knowledge of the emotional state can provide adjunctive information

Figure 5. A sample of the EDR measured over a 60 second period using standard Ag-AgCl
electrodes placed on the palmar surface. Taken from
(http://en.wikipedia.org/wiki/Galvanic_skin_response).

that could be utilised for authentication purposes. Clearly, an obvious use would be to determine if
a person feels nervous during their authentication attempt. This might signal an alert which could
then be used to inform other biometrics - in addition to being deployed directly.

Prospects and Conclusions

The deployment of biosignals as a biometric is a relatively recent approach. There are
several issues that need to be addressed if this approach is to become a viable technology. First, the
issue of signal acquisition must be addressed. This is a technological issue - and the focus is on
user acceptance. A typical EEG based device is depicted in Figure 3 - which is comprised of a
collection of electrodes that must make direct physical contact with the scalp surface. Since the
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EEG records the electrical potential (relative to a reference point), it must make physical contact
with the energy source. In addition, the impedance must be within certain limits (less than 5
KOhms) to enhance the SNR, necessitating the use of conductive gels. This combination makes the
use of typical clinical grade EEG systems unrealistic - as the time required to fit the device, the
application of sticky conductive gels makes it very unsuitable from a user acceptance perspective.
There are alternative technologies - that utilise what is termed 'dry’ electrodes. These do not require
the use of conductive gels - and are quicker to apply and less cumbersome to the subject. Typically,
these systems are implemented in some form of a helmet - which is placed on the head - and the
electrodes make contact with the scalp directly. In addition, the number of electrodes is kept to a
minimum - typically 4-12 are required. Further, the electrodes are attached to a small footprint
device, which transmits the signals to a receiver (a personal computer) wirelessly - using blue tooth
technology. It is certainly technologically possible to fit the EEG electrodes and related hardware
into a cap like device - which can easily be applied to the head.

Further, all of the biosignals discussed in this paper are obtainable through a single device -
the electrodes used for EEG data acquisition can also be deployed for ECG and EDR recording
simultaneously. The issue of electrode placement can be a cause for concern. The EEG electrodes
can only be placed on the scalp - at locations specific to the type of data one wishes to acquire. with
respect to electrode placement for ECG acquisition - there is also an option to place the electrodes
on the chest or forearms. Forearm placement may be convenient for the subject - but may present
difficulties if the subject must perform a physical task during the authentication process (e.g.
typing). In this scenario, the electrodes would have to be placed on the chest - but note that in a
typical non-clinical ECG application, three electrodes are sufficient (as opposed to the 12-lead
version). Electrode placement for EDR can be positioned more or less anywhere convenient - and
the signal is not affected by muscular activity to the same extent as ECG/EEG signals.

The last issue is reproducibility of the signals. From a theoretical perspective - there does
appear to be a significant genetic factor responsible for the individuality of the EEG and ECG. This
topic engenders the notion of an endophenotype - the bridging between genes and complex
behaviour [19]. That is, the EEG/ECG (a complex behaviour pattern) has a genetic basis - which
can be exploited - and by definition provides a level of individuality , that at the same time is also
reproducible.

Furthermore, by employing a multi-modal biosignal based approach - each with a genetic
basis to some extent - would significantly extend the feature space. This augmented feature space
would clearly provide a robust signature for person authentication - and identification. One could
envision utilising one biosignal to substantiate the other - that is presenting ourselves via the EEG
and then verifying that against an ECG. In addition, biosignals could be used in a larger system that
deploys a behavioural biometric such as keystroke dynamics or signature in conjunction with a
cognitive approach. This approach may provide a more comprehensive and lightweight approach to
user authentication and identification which is acceptable by the user community - a requirement for
any biometric system.
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Abstract

Visual information is becoming increasingly important and hence efficient and effective methods for
organising, viewing, and retrieving this information are highly sought after. In this paper, we focus on
the problem of organising large image repositories and present methods that allow fast intuitive
visualisation and browsing of image collections. While several different systems are introduced they
have in common that visualisation and navigation is performed on a regular lattice and in a hierarchical
manner, that no images are occluded, and that the way images are arranged is based on mutual
similarity between them.

Keywords: image databases, image retrieval, image database navigation, image browsing.

1. Introduction

Due to advances in camera technology and the associated drop of equipment costs, many
people nowadays own personal image collections of hundreds to thousands of images, while
commercial image providers may have image repositories of several million images [1].
Obviously, these collections need to be managed so that the user is able to retrieve certain
images at ease. However, as users typically refrain from annotating their image collections
with e.g. keywords or descriptions [2], to automate this task is not trivial.

Common tools display images in a one-dimensional linear format where only a limited number
of thumbnail images are visible on screen at any one time, thus requiring the user to search
back and forth through thumbnail pages to view all images. Obviously, this constitutes a time
consuming, impractical and exhaustive way of searching images, especially in larger
collections. Furthermore, the order in which the pictures are displayed is based on attributes
like file names that often do not reflect the actual image contents and hence cannot be used to
speed up the search.

In this paper, we present intuitive approaches to image database visualisation and browsing.
Images are organised in a hierarchical manner, which allows for efficient and effective access
to large image repositories, while the arrangement of the images is based on their mutual visual
similarity placing images that are visually similar close to each other in the visualisation space.
Based on these principles, and those of avoiding image overlap and maximising visualisation
space usage, image database navigation systems based on a hierarchical MDS grid, a hue
sphere visualisation and a hexagonal browsing interface are presented.
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2. General concepts

Our aim is to provide intuitive, effective and efficient interfaces for image database
visualisation and navigation, which should allow for fast and intuitive browsing of large image
collections. In this section, we describe general concepts that we apply in our approaches,
whereas details on several developed systems are given in Section 3.

2.1. Similarity-based visualisation

One of the basic ideas behind our browsing interfaces is similarity-based visualisation, which
places images that are visually similar - as established through the calculation of image
similarity metrics based on features derived from image content [3] - also close to each other in
the visualisation space, a principle that has been shown to decrease the time it takes to localise
images [4].

2.2. Regular tessellation

Image database visualisation approaches typically place image thumbnails at certain co-
ordinates so that, in general, images will partially or totally overlap with each other. However,
this overlapping has been shown to have a negative impact on the browsing experience [4]. In
[4], a user study is reported which compared image visualisation models where images overlap
with each other with those that place images on a regular lattice without any overlapping. The
results demonstrated that users largely prefer the regular layout as overlap was observed to add
to confusion between images. Therefore, visualisations that avoid overlapping will lead to
faster retrieval times and more intuitive browsing interfaces. In our approaches, we adopt these
findings and constrain images to be placed on a regular tessellation where images do not
overlap each other.

2.3. Hierarchical data structure

Classical visualisation approaches will provide only limited usability when being applied to
large databases. The reason for this is that due to the limited space on the visualisation plane,
images not only overlap each other partially but many images do not appear at all due to
occlusion, and hence only a partial view of the database is provided. Zooming in provides only
a partial solution, in particular if there are many images with similar image features.

In our approaches, we employ a hierarchical tree structure to address both navigation through
large image collections and to eliminate the need for further computation. For this, we make
direct use of the mapping to the regular tessellation introduced above to build a hierarchical
tree based on clustering images. However, we do not need to employ computationally
expensive clustering algorithms. Rather, the tessellation itself directly gives the clusters present
at a given level, and the cells directly determine which images fall into which clusters.
Assigning images to clusters/cells can hence be performed with simple comparison operations
only. A representative image for each cluster to be displayed is typically selected as the image
that lies closest to the centre of the cell.

This procedure is adopted at the each level of the tree hierarchy, i.e. first at the root node (the
initial global display) and then for each non-empty cell again in a recursive manner, where the
images of each child node are again mapped to a tessellated structure, until the complete tree is
derived.

The resulting interface provides an intuitive way of browsing to the user, who can, starting
from the initial display, successively select a representative image to refine the search. This
image cluster is then expanded in the next level of the display where the user can again select
an image group to navigate further into the image collection.
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The tree structure also provides another advantage. As the structure is fixed it can be pre-
computed in completeness off-line, together with all possible view configurations the user can
encounter. This in turn provides the user with the possibility of real-time browsing large image
collections.

2.4. Maximising visualisation space

To provide a more balanced browsing structure and to maximise visualisation space, local
search strategies are employed which move images across grid boundaries to previously
unoccupied cells. First, at the root layer, the positions of all empty cells are retrieved. For each
of these cells, the neighbouring cells are then inspected and images from occupied neighbours
moved across. Performing this operation will usually fill some but not all of the empty cells.
However, repeating the process based on the newly generated layout will in turn fill more cells.
Hence the process is repeated a few (usually 3 or 4) times. Not all empty cells will have been
assigned after that, but then this is not desired as this would mean images being positioned too
far from their original co-ordinates, which in turn would distort the overall premise that
visually similar images should remain close to each other on the browsing display.

In the tree nodes of the cells, it will commonly occur that only a few images are present, most
of which will be visually fairly similar. To avoid them from being mapped to the same cell and
hence to trigger another tree level, another spreading algorithm is applied which displays them
on the same screen once only a certain percentage of cells are filled for a cluster. The algorithm
1s akin to the ‘place’, ‘bump’ and ‘double-bump’ principle employed in [4]. When a cluster is
encountered, a spiral scan is initiated which searches for and fills empty cells close by until all
images are distributed. If an empty cell is encountered in the first ring around the cell, the next
image of the cluster is assigned to that cell (‘place’). When an empty cell in the second ring is
found it is first established which of the cells of the first ring is closest to the direct path from
to the identified empty cell. The image from this cell is then moved to the empty cell whereas
the next image from the cluster is placed in the cell from the first ring (‘bump’). The same
principle is applied to empty cells identified in the third ring with images from the first and
second ring being moved (‘double bump’).

3. Image browsing systems

In this section we present some image browsing systems that we have developed in recent
years. All browsers incorporate the principles laid out in Section 2.

3.1. Image browsing on a hierarchical MDS grid

Rubner et al. were one of the first to suggest more intuitive interfaces for image database
navigation [5]. They proposed the application of multidimensional scaling (MDS) [6] to
calculate the locations of image thumbnails and displayed them in a global 2-dimensional view
on a single screen. MDS expresses the similarities between different objects in a low number
of dimensions, allowing for a complex set of inter-relationships to be summarised in a single
figure. Using this method all images in a database are (initially) shown simultaneously; their
locations are dependent on their visual similarity compared to all other images features in the
database. The user is then able to zoom into an area of interest and hence to browse the image
collection in an intuitive top-down manner.

In our MDS grid approach [7,8], we address typical problems associated with MDS browsing
regarding occlusion and overlapping of images, unused visualisation space and computational
overheads when zooming into an area of interest. In addition, our system provides an intuitive
interface also for large image collections. To do so we adopt the principles laid out in Section
2. That is, following MDS calculation based on colour histograms [3] to obtain initial image
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co-ordinates, we adopt a regular tessellation of the visualisation space, namely a regular grid to
which all image thumbnails are mapped. To maximise the use of the visualisation space, i.e. to
fill as many grid cells as possible, we incorporate the spreading strategies of Section 2.4.
Finally, a hierarchical browsing structure as laid out in Section 2.3 is employed to allow access
to large image repositories, and, coupled with the regular quantisation of the visualisation
space, to avoid image overlap resulting in an effective and intuitive image browsing
environment.

A sample screenshot of the system is shown in Figure 1, which depicts the application after the
user has interactively restricted his/her attention to a small subset of images by browsing
through the MDS grid structure.

) Figure N =18

DSE& NAL2/ POD

Figure 1. Sample screenshot of the MDS grid browsing system.

3.2. Image browsing on a hue sphere

While the approach presented in Section 3.1 provides an intuitive and effective tool for image
browsing, it is still based on MDS which consequently requires considerable (though, due to
the tessellation, off-line) computations. Therefore, in another method [8,9] we employ a
computationally much more efficient approach as well as a different, more intuitive
visualisation space for interaction.

Again we employ colour features to characterise image content, however this time we describe
each image by its average (more precisely, median) colour. Rather than employing the standard
RGB colour space, we use the HSV space which humans find more intuitive. Of this we take
only the hue and value attributes, since the saturation descriptor is deemed less important for
describing image content. Value J ranges between 0 and 1 where 0 corresponds to pure black
and 1 to pure white. Hue H is the attribute that is usually associated with “colour”, and goes
from red to yellow to green to blue back to red, which is also often referred to as the hue circle.

Looking at the two attributes, we almost naturally end up with the body of a sphere, or a
spherical globe. The hue circle describes one dimension of the sphere. All colours with high V'
values are similar, i.e. close to white, and the same holds true for those colours with low V,
which similarly become close to black. As black and white by definition don’t have a hue
quality, the two points V=0 and V=1 describe the poles of the globe. The use of a globe not
only comes naturally with the choice of features, it also has other clear advantages. The
concept of a globe will almost certainly be familiar to the average user, as it is a direct analogy
of the earth globe. It therefore provides a very intuitive interface to the user, who will have

4
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experience on how to navigate and find something on its surface. Furthermore it allows us to
employ a familiar co-ordinate system based on latitude and longitude. Longitude describes the
circumference of the globe (i.e., the east-west co-ordinate) and lies in the interval [0°,360°].
Latitude describes the north-south direction from pole to pole and ranges from -90° at the south
pole to +90° at the north pole. Clearly, each point on the surface of the globe can be uniquely
described by a pair of longitude/latitude co-ordinates, which in turn correspond to an H/V pair
obtained from the average image colour.

Having defined the features and visualisation space, we then again apply the principles of
Section 2 and map images to a regular grid on the sphere surface, apply image spreading
mechanisms and organise the image collection in a hierarchical structure for browsing. The
system starts with an initial view of the database. The controls the user has at his/her disposal
for navigation purposes allow rotation of the globe around both the vertical and the horizontal
axis, and zooming in and out of a region of interest. In addition, image clusters represented by
a grid cell can be expanded to bring up lower levels of the browsing structure.

Examples of the hue sphere system are given in Figure 2, which shows the results of a
browsing session where the user first rotated and tilted the sphere to focus on yellow images
(left) and then selected one of the representative images on the grid to expand (right).

Figure 2. Examples of the hue sphere browsing system.

3.3. Image browsing on a honeycomb

In our latest image browser, the honeycomb image browser [10], we employ the same image
features as in the hue sphere browser, i.e. the median image colour expressed in terms of value
J and hue H. Following Section 2, we also organise images on a regular lattice with no image
overlap, however, in contrast to our other approaches we do not employ a grid structure but
rather utilise a hexagonal lattice. This has the advantage that, when the images are organised in
a space-filling arrangement, each row and column of images is visually displaced from its
neighbouring rows/columns. This would not be possible using a regular square grid structure as
larger visual gaps are needed to delineate images clearly. The space saved as a result of using a
hexagonal lattice enables larger or more images to be displayed within the visualisation. In
addition, on a hexagonal lattice, the six neighbours of a hexagon are equidistant from the
middle cell while on a square architecture, the neighbours at the diagonal are further away than
the horizontal and vertical neighbouring cells.

Image spreading and hierarchical data organisation are adopted akin to our previous work and
following the principles of Section 2. Navigation in the honeycomb browser is performed, as in
the other approaches, either horizontally (i.e., on the same layer of the browsing structure) or
vertically (i.e., moving from one layer to another). Horizontal browsing operations include pan
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and zoom while vertical browsing is performed by expanding image clusters/cells or returning
to a previous layer.

Figure 3 shows sample screen shots of a browsing session with the honeycomb image browser.
As can be seen, for ease of navigation root and previous layers are displayed along the main
navigation pane as is a preview of the next layer or image. Also provided is a lightbox where
users can drop their images of interest for subsequent processing.

Layer Explorer

Figure 3. Sample screenshot of the honeycomb browsing system.

4. Conclusions

Effective and efficient systems to intuitively access large collections of images are becoming
increasingly important. In this paper, we have laid out some principles to enable fast and
effective visualisation and browsing of image repositories, and have presented their practical
implementation in three different image browsing systems that we have developed in recent
years.
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Abstract

While electronic learning environments have become a reality and an indispensable aspect of
contemporary educational philosophies, the respective pedagogical reflection and evaluation efforts
tend to be stranded at the revolutionary pre-paradigm forming stage. The present paper makes an
attempt to describe and present the option system and the resulting challenge exerted by information
and communication technology devices on the theory and practice of instruction and learning. Having
provided an overview and survey of the latest developments and analyzed the respective processes we
strove for the exploration of more profound and generally applicable trends, impact systems, and
correlations beneath the dynamically changing surface phenomena. Our analytical effort was primarily
motivated by a desire to understand the innovative capacity and novelty value of the vigorously
proliferating new technologies, in addition to assessing the nature and extent of their impact on the
centuries old systems and methods of traditional education and that of the various learning
schemes.The author offer a definition of the concept of electronic learning environments and present
an interdisciplinary approach regarding the learning environment in the 21-th century. The
presentation display a theory on the essential technological dimension of the “new cognitive habitus”
along with providing a system- oriented definition of the e-learning concept. It focuses on the main
conceptual framework and the crucial components of the electronic learning environments.
Furthermore it outline a possible interpretations of the role of science and technology in the
educational process and delineate the interrelations between pedagogy and brain development in the
cultural evolution.

The cognitive habitus of today’s society is an extremely complex interactive symbol system, which
clearly leaves its mark on the learning environments. If we want successfully respond to the challenges
of the information society, we should reconsider and revise our knowledge concerning the learning
environments. Electronic learning environments are the newest form of the cognitive habitus and the
recent everyday environments for teaching and learning. One possible system-oriented approach to the
electronic learning environments is the application of the author’s mesoworld model. The mesoworld
model is a holistic construct. The model highlights the fact, that the dominant information input
arrives from the whole area of the “hyperworld” and schools — and the society as well - are not able to
screen and control that information flow. Consequently, the erstwhile dominant school impact system
is only secondary, complementary, or at best correctional concerning the development of the learner’s
personality. Furthermore, the mesoworld model demonstrates that the school is only an imbedded
system between a vertical and horizontal information universe.

Today’s modern mind is a hybrid structure: the integration of different representational and
communication systems. The externalization of memory has altered how human use their biologically
given resources. Both mimetic and linguistic internal representation can now be externally driven,
formatted, recombined and retrieved. The whole hierarchy of biologically given cognitive
mechanisms has been wired into a fast moving external memory environment, with results that are
difficult to predict. Any reasoning on education and learning environment we have to take this into
consideration.

Key words:

Electronic learning environment, cognitive habitus, cultural evolution, e-learning, mesoworld model,
hyperworld, microworlds, evolutional psychology, cognitive science, external symbolic storage
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Introduction

In the field of education we are witnessing a comprehensive paradigm change. While
electronic learning environments have become a reality and an indispensable aspect of
contemporary educational philosophies, the respective pedagogical reflection and evaluation
efforts tend to be stranded at the revolutionary pre-paradigm forming stage. Consequently, the
present paper and the respective presentation should be regarded only to an experimental
attempt at the interpretation of the respective phenomena along with the systematization of the
attained experiences. Furthermore, it hopes to facilitate a better understanding of electronic
learning environments by the elaboration of new perspectives and professional aspects while
encouraging the posing of new questions. It affords both a freeze frame and cross section
view reflecting the contemporary directions, trends, and innovative patterns of the impact
system formed between the applied technology and didactic approaches.

One of the focal points of the present paper is the interpretation of the concept of electronic
learning environments and the description of the respective features. We attempted to identify
such conceptual models and thematic approaches which in addition to being integrated into a
system can be suitable for the presentation of the options and possibilities provided by
electronic learning environments. Furthermore, the scope of our research included the impact
of electronic information and communication tools on traditional learning environments,
along with the respective correlation between electronic and traditional learning
environments. Our analysis raises several questions as well: What characteristics are changed,
which components tend to resist change? Should all forthcoming, scheduled, or pending
modifications be considered equally necessary and positive? Can we fully substantiate the
positive perspective and the associated demands for radical change promoted by proponents
of a full scale, unqualified, comprehensive application of information technology devices in
the education process? In what way our expectations are modified as a result of the
application of said apparatus in the instruction and learning process? Is it possible to interpret
or view certain pedagogical phenomena in a non-traditional manner? Is it possible or even
necessary to incorporate new elements into pedagogical concepts and approaches? Is it
feasible to develop a differing, more comprehensive approach examining the teaching and
learning process in the evolutionary or historical context in addition to the traditional social
sciences oriented pedagogical theory and pedagogical history perspective?

The present paper aims to fulfil several objectives. On the one hand it provides a summary of
the results and related experiences of a comprehensive, broad-scoped research and
development effort launched several years ago. It also attempts to perform a critical analysis
whose validity is primarily assured by its internal consistency, the logical coherence of the
identified inherent correlations, and the harmony with existing scholarly knowledge. On the
other hand it also functions as a systematized exploration of experiences, results, and
scholarly insights gained during the investigation of the respective subject. While due to the
dynamically changing aspects of the field of information and communication technology we
could not guarantee the applicability of our recommendation on the long run, we are
convinced that the goals of the present work exploring an area fraught with misconceptions
are warranted and necessary. It is beyond doubt that instructors, management of higher
education institutions, professional experts involved in the arrangement and research of
education efforts along with educational policy makers should be as informed as possible
regarding the developments of this field. We hope that our effort will not only facilitate a
better understanding of newly developed electronic learning environments but promotes the
prevalence of a pedagogically rational approach in the arrangement and realization of the
goals of the teaching and learning process.

Page 88



I. The Definition of the Concept of Electronic Learning Environments

1. The concept of electronic learning environment (ELE) is a general term used to refer to
such learning environments in which electronic information and communication technology
play a definitive role as a basic toolkit in the development, functioning and management of
the learning environment (LE).

2. Electronic learning environments always have a virtual dimension. This virtual dimension
is a unique interactive interface for web-based communication and information retrieval. The
term is often used — as a synonym — to refer to the electronic learning environments. Virtual
learning environment (VLE) - in a narrower sense — is a software system designed to help
teachers managing the learning activity their students.

3. Electronic learning environments are sometimes called digital learning environments due to
the fact that the processing, storing, modification, and transmission of information is primarily
done via digital technology. Educational material in digital form are called digital learning
material and hence the use of the term digital learning environments, which is — like the term
“virtual learning environment” - an other synonym for electronic learning environment.

4. Due to the virtual dimension, the resources of the electronic learning environment are
partly delocalized. These distributed resources can be accessed from anywhere at any time by
hyperlinks and other communication channels. This gives the learner in an electronic learning
environment an immense freedom and flexibility, but - at the same time — a disturbing
information overload too.

5. Electronic learning environments — in principle — always offer the learners the needed help
by providing communication channels to tutorial help in the learning process. Electronic
learning environments are especially favourable spaces for collaborative or cooperative
learning.

6. Electronic learning environments are not the alternatives to traditional learning
environments. Our argumentation is based on a conviction that as compared to traditional
schools electronic learning environments cannot be considered a suddenly emerging “edenic
structure” carrying the promise of the “brave new electronic world..” We believe that such
sites of knowledge acquisition symbolize a unique cognitive habitus or ontogenetic cultural
niche organically connected to preceding forms resulting from the cognitive evolution of
human beings rising from primate level.

Il. The Technological Dimensions of Electronic Learning Environments
1. The Metamorphosis of the External Symbolic Storage

Our relevant experiences and scholarly analysis leads us to conclude, that the emblematic
screen-surface of the electronic learning environments is the result of a uniqgue metamorphosis
of the Donaldian® external symbolic storage, a transformation occurring in several well
identifiable steps. We believe that the promotion of a greater awareness of this conversion or
transformation facilitates a better understanding of the options provided by the respective and
available electronic learning environments. The main steps of the respective conversion or
evolution process are as follows:

! Merlin Donald is a Canadian Psychologist who coined the term “external symbolic storage” in his famous
book: The Origin of the Human Mind, (1991).
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1.1. The defining development was the recognition of the possibility of machine-made
computing and the elaboration of the respective complex equipments. Consequently, the
external symbolic storage was transformed into an operation performing/information
processing machine. The crucial step was to put out the symbols in such a way, that the
operations happen automatically, without a human mind.

1.2. The next step was to transform the external symbolic storage into a screen: the results of
the given operation were communicated to the user via a display. The screen played a decisive
role facilitating the further phases of the metamorphosis process. Present day screens with
unique multiple windows systems provide us wholly new insight into real and virtual worlds.

1.3. Then the external symbolic storage system emerged as a virtual control panel through
which - via icons and pull down menus — instructions can be given to the machine. The
invention of the graphical user interface (GUI) triggered an iconic turn in the way how to
command computers and generally in manipulating symbols.

1.4. The external symbolic storage as an iconic driven control panel provides access to a
theoretically unlimited information universe. The components of this continuously expanding
information galaxy can be retrieved at the user’s discretion. In addition, the user can present
and organize the symbols in varied patterns.

1.5. The external symbolic storage functions as an input and output surface of communication
channels. The various synchronous and asynchronous systems of audio-visual communication
operate through this communication platform on a planetary scale.

2. A new definition of the concept of e-learning

Electronic learning environments (the everyday learning environments in the new cognitive
habitus) provide two sets of means (toolkits) for managing and facilitating learning.

2.1 The first set of means is presented by the key-characteristics of the multimedia computer:
data storage, data processing, interactivity, hypertext, multimedia, animation, simulation,
virtual reality.

2.2. The second set of means includes the characteristic features of the networked computer:
open information resources, network communication, and augmented reality. These are the
“virtual dimensions” of the ELE. We can virtually step out of the concrete learning
environments. In this case new dimensions include the data base networks, the diverse options
of electronic telecommunication, and the components of the augmented reality. Augmented
reality creates a fully new relationship between the individual and his environment. To
implement an action we always need prior knowledge. Augmented reality means, that the
respective knowledge is neither present in the biological internal mental representation, nor it
is obtained from the external symbolic storage. The supplementary information - what we
need for effective action - arrives from external sources via the network and it is
superimposed directly on the environment. This provides a new dimension for the interaction
between the individual and his or her actual environment.

In our view the strategic significance of this definition of e-learning rests on its system
integration perspective and logical coherence. The definition presents new aspects for the
system-oriented analysis, design, conversion, and development of learning environments via
exploring and interpreting the relationship between electronics-based and traditional
instruction in an integrative and complementary manner. Consequently, this conceptual model
in addition to providing important guidelines for the evaluation of e-learning programs and
educational materials along with facilitating the development of learning tools can be applied
for the analysis of the learner component criteria of the e-learning process as well.
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I11. A System-oriented Approach to Electronic Learning Environments

We have introduced two quasi system-models, which can facilitate a more effective
comprehension and interpretation of the main characteristics of the electronic learning
environments. The respective mesoworld and communication-centred models are constructed
in a holistic fashion and emphasize that in case of public school students the dominant
information inputs are derived by extension from the full cognitive habitus, more specifically
the media sphere. Consequently, the impact system received within the schools’
organizational and academic structure is secondary or at best a correctional mechanism. While
the previously elaborated system models for the teaching and learning process did not exceed
the traditional school and curriculum-centred framework structure, the mesoworld and
communication-centred models take the delocalization of the learning environment and the
multidirectional extension of the learning process into account.

The main elements of the mesoworld model are as follows:

1. In this interpretation the microworlds designate the internal subjective mindsets of the
students, which are preconditions in the learning process.

2. The ,,Hyperworld” include the full domain of global representations. Hyperworld consist
of all the information, explicit knowledge and arts produced and accumulated in the human
cultural evolution. The main components of the hyper world are the Gutenberg Galaxy, the
Marconi Constellation, and the Neumann Universe. Today the most ubiquitous manifestation
of the hyper world is the World Wide Web. For most people it is the Media Sphere that
presents the hyper world as a daily symbol environment.

4. The mesoworld of traditional schools generally means a closed learning environment in a
dual sense. It is closed in relation to the external world beyond the school environment, and
from a pedagogical point of view it is closed as far as the information base and respective
content knowledge of the students are concerned. The traditional mesoworld is not especially
concerned with the prior knowledge of students.

5. The ideal educational mesoworld is an open learning environment creating a unique
connection between the micro worlds and the hyper world. This mesoworld integrates the real
world into the learning environment and prepares the students for navigation in the hyper
media system of the World Wide Web.

6. The mesoworld model is also a holistic construct. The model highlights the fact, that the
dominant information input arrives from the whole area of the hyper world and schools — and
the society as well - are not able to screen and control that information flow. Consequently,
the erstwhile dominant school impact system is only secondary, complementary, or at best
correctional concerning the development of the learner’s personality. Furthermore, the
mesoworld model demonstrates that the school is only an imbedded system between a vertical
and horizontal information universe

IV. The Role of Science and Technology in the Teaching Process

In an OECD publication you can read the following sentence: ,,Unlike architecture or
medicine, education is still in a primitive stage of development. It is an art, not a science.”
We think, this statement is — at least - questionable. One problem with this quote is that
Pedagogy cannot be compared either to Medicine or to Architecture. Medical profession and
Pedagogy are totally different endeavors. Medicine focus on fixed structures which develop in

2 In: Understanding the Brain — Towards a New Learning Science. OECD, 2002.
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prescribed sequences closed, completed during the ontogenesis and the result is a closed,
predetermined structure. Medical practice aims to preserve, maintain and restore the original
and optimal state of this closed, predetermined structure that means: the human body.
Pedagogy however is a discipline preoccupied with an open, non-determined system. The
developmental processes, which pedagogy deal with are basically open and stochastic. The
difference between the two can be best expressed by Bernd Jensch’s aphorism: the process of
becoming human is a long effort; we have already succeeded up to the shoulder, now we only
have to work on the head.® Well, the area under the shoulder is the focus of medicine, but the
one above belong to Pedagogy.

The essence of teaching is the promotion and facilitation of the unique, peculiar, and creative
development of the human mind. Consequently, despite the science-like components of
teaching, it cannot be fully treated as a scientific discipline. As H. Aebli points out: Teaching
is truly a great art, in which Psychology can provide certain amount of help, the decisive
factor, however, is in the teacher’s practical knowledge in what to do in concrete situations”4
As Seymour Papert pointed out in his statement: ,,...technology can support mega change in
education as far reaching, as what we have seen in medicine, but it will do it through a
process directly opposite to what has driven change in modern medicine. Medicine has
changed by becoming more and more technical in its nature; in education, change will come
by using technical means to shuck off the technical nature of school learning.”

Having analyzed the correlation between the instructor, the respective technology, and
traditional and on-line instruction, we attempted to overcome the technophile-technophobe
duality. High level and high quality teaching efforts have always been considered an
interpersonal activity, which so far have successfully resisted standardisation and probably
will never have the capability of being expressed in algorithms. This, however, does not mean
that quality teaching efforts have nothing to do with technology. One of the basic functions of
electronic info-communicational technology implies the transmission of an increasingly
abstract symbol flow to the teacher. The instructor absorbs the given information, interprets it,
integrates it into a given system and uses it during his lectures, class room-based and virtual
seminars, and in interpersonal connections. Technology is able to decide the optimal time for
directing the symbol flow to the learner without the involvement of the teacher. Consequently,
certain teaching activities can be expressed in algorithms or can be automated, while certain
ones escape such categorisation. Teaching is - above all — a performance art which unfolds in
real time. Teaching is the act of constructing knowledge in a dialogic social environment -
face to face or electronically mediated. The basically vertical aspect of culture transmission
needs personal touch and interpersonal context.

V. Electronic Learning Environments, Pedagogy and the Cultural Evolution

Electronic learning environments are the natural result of the human cognitive evolution.
They do not constitute a radically new, revolutionary option to the traditional schools.
Pedagogy - in evolutionary context - is a special genetically coded human adaptation, a kind
of social learning mechanism. That means: pedagogy is an integral part of the human nature.
Humans are preadapted to transfer knowledge to, and receive knowledge from conspecifics by
teaching and learning. The joint attention scenes of the human ontogenesis present the

3 Die Menschenwerdung ist ein langwieriger Prozess. Bis zu den Schultern ist schon gegliikt. Nur der Kopf ist
heikel.....”

4 ,,Unterricht ist ,,eine Hohe Kunst, in der psychologische Erkentnisse einige Hilfe leisten kénnen, das
Entscheidende aber vom Erzieher in der konkreten Situation eh und je ersplirt werden muss™ In: Aebli, H.:
Grundlagen des Lehrens. Stuttgart, Klett-Cotta, 1987. S. 57.
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archetypes of class room attention and they constitute the natural basis of dialogic knowledge
construction. We believe that the acquisition and application of the conceptual apparatus and
the vocabulary of the evolutional psychology and cognitive science can enhance didactic
thinking and thereby positively impact the discipline of pedagogy and within it: didactical
thinking and reasoning.

The basically vertical aspect of cultural transmission entails the personal touch and the
interpersonal context. Vertical transmission is performed by master figures ranging from the
kindergarten teacher and elementary school teacher to PhD thesis directors and acclaimed
practitioners of a given profession. The establishment of the personal connection and the
conditions for direct interpersonal communication are achieved in harmony with the basic
biological determination of humans. Consequently the need and ability to learn is one of the
general, genetically coded features of human nature.

Conclusion

We have examined the learning environments and the process of teaching and learning
according to a general anthropological, human ethological and evolutional framework, in
which the biological, social, and technological factors outline a uniform continuum.
Following this approach the conclusion can be drawn that the electronic learning
environments do not constitute a suddenly emerging, radically new revolutionary option,
offering the potential of the “brave new world” in comparison to the traditional schools. An
electronic learning environment is the new ontogenetic cultural niche for teaching and
learning.

One possible system-oriented approach to the electronic learning environments is the
application of the mesoworld model, as a holistic construct. The model highlights the fact,
that the dominant information input arrives from the media environment, and schools are no
more the main information provider for students. Consequently, the erstwhile dominant
school impact system is only secondary, complementary, or at best correctional concerning
the development of the learner’s personality.

Many people might think that ICT devices have a substantial transformation potential
promoting profound changes in the organisational culture of the schools in addition to
introducing new perspectives and practices of learning. Moreover, information and
communication technology is expected to provoke internal changes in the rigid, conservative
structure of the schools. However, research results prove that the mere installation of
information and communication technology devices and equipment into the learning
environment is not sufficient by itself. There is a great demand for carefully considered
pedagogical innovation supported by management committed to the respective changes along
with teachers capable of and willing to apply the particular innovations.

Having examined the connection of information technology and pedagogical methodology we
refrained from radical predictions. Since the respective correlation and mutual impact is rather
asymmetric the applied teaching and learning methodology has a much greater role in the
efficiency of learning than the respective technology. However, as relevant examples illustrate
excessive appreciation of technology or technological determinism tends to be prevalent. In
our view the work of two theoreticians, Marshall McLuhan and Ivan Ilich could be most
interesting for us then we are contemplating on the future mission and possibilities of
education. These theories discussed in detail in the book help us comprehend and understand
the two keystone aspects of learning environments, the multi and hypermedial symbol world
along with that of the creative potential of network-based communication and the recognition
and identification of respective inherent pedagogical options. Both conceptual universes
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integrally contain a demand for returning to the more social and natural forms of learning. At
the time when these perspectives and philosophies were elaborated neither a socially receptive
atmosphere, nor the technological background was available for the realization of the
respective radical recommendations. Today, however, in the developed world pedagogical
innovation efforts are primarily driven and motivated by the ideas originally generated by
McLuhan and llich. The dominant technological feature of such aspirations is the
development of electronic learning environments.

Pedagogy, as a peculiar genetically coded human adaptation is an integral part of human
nature containing the promise of predestination for teaching and learning. The shared
attention scenes of the human ontogenesis present the archetypes of class room attention and
dialogic knowledge construction Acquisition and application of the conceptual apparatus of
the cultural evolution can enhance didactic thinking and thereby positively impact the
discipline of Pedagogy.

As a result of the human cognitive evolution - surpassing the level of primates — we have a
unique, peculiar cognitive mindset. Today’s modern mind is a hybrid structure: the
integration of different representational and communication systems. The externalization of
memory has altered how human use their biologically given resources. Both mimetic and
linguistic internal representation can now be externally driven, formatted, recombined and
retrieved by means of new external memory media. The whole hierarchy of biologically
given cognitive mechanisms has been wired into a fast moving external memory environment,
with results that are difficult to predict. Any reasoning on education and learning environment
we have to take this into consideration.
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Abstract

In the digital world of today, information and communication technology
(ICT) influences everything from the way we work to the way we
communicate, and are a mainstay for many businesses. Higher
education has also been impacted by ICT, as many of the latest teaching
and learning innovations are built on the internet and web-based
technologies; and this is perhaps most pronounced in open and distance
learning (ODL). A well-equipped ICT infrastructure is essential for ODL
institutions as it provides the resources needed to complement the
university’s pedagogy and delivery system, and they are important
enablers for driving new innovations in teaching and learning and for
revitalising higher education as a whole.

For Open University Malaysia (OUM), Malaysia’s premier ODL institution,
ICTs are a fundamental component and represent the vital link between
what is necessary and what is innovative. It is through technologies that
OUM has been able to continuously develop and enhance its delivery
system as well as its support services to learners, both within and outside
the country. This is in line with OUM’s vision to be a leading provider of
flexible learning and to promote the democratisation of education.

This paper will illustrate the leverage of new innovations in ICT as
exemplified by OUM. A university’'s ICT infrastructure must be
continuously expanded in order to develop best practices and maximise
technologies to benefit all of the university’s stakeholders. This paper will
also explore how newer developments in ICT can be adopted and utilised
to enhance effectiveness in ODL as well as higher education at large.
The use of ICTs can certainly be considered a critical component in
realising OUM'’s learner-centred approach.



INNOVATIONS IN INFORMATION AND COMMUNICATION TECHNOLOGY:
INCREASING THE EFFECTIVENESS OF AN
OPEN AND DISTANCE LEARNING INSTITUTION

1. INTRODUCTION

In today’s world, information and communication technology (ICT) is a pervasive force
that has impacted virtually everything, from doing business to the way we teach, learn
and even entertain ourselves. ICTs have created a new dimension in higher education
as well; culminating into new ways of teaching and learning that have transformed the
traditional classroom into a limitless environment where pedagogies, materials and

resources can be combined and utilised outside regular notions of time and space.

Learners have also evolved with the many exciting developments that have taken place
in the educational sphere. Today's learners, known as “digital natives” (The Economist,
2008; Magafia & Frenkel, 2009), live in an era where technologies are ubiquitous and
indispensable. Where previous generations would have come to class with books and
pens, today’s learners are armed with mobile and smart telephones, laptop computers
and portable media players like iPods. Particularly for open and distance learning
(ODL) institutions, this trend has opened the door for numerous opportunities. ICTs
have enabled ODL to gain a firm foothold in the global higher education scene, and with
newer technologies, ODL institutions have the luxury of exploring new modes of
teaching, transforming curricula, inventing media-rich forms of content that can suit
different learning styles and even leveraging on technologies as platforms for
collaboration. ODL is indeed no longer a novelty in higher education, be it in an elite
and competitive environment such as in the United Kingdom, or in a less developed
setting like Asia or Africa. In ODL, it is clear that ICT innovations hold the key to further

advancements in how we teach, learn and acquire knowledge.

Many higher education institutions today, not merely those operating in ODL have, in
varying degrees, adopted different technologies in their day-to-day operations. The
pervasiveness ICT in higher education means that technologies can impact every

aspect of a learner’s educational experience; from the moment he/she registers to the
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moment of graduation. Adopting ICT innovations is not a one-step process; for ODL
institutions, it is also an imperative to search for ways to adopt these innovations in a
smart, economical and effective manner. An effective ODL delivery using the right
technologies in the right way is part and parcel of maintaining a respectable level of
quality, especially in the eyes of ODL stakeholders. Quality education via effective
utilisation of ICTs will extend to a rewarding teaching and learning experience to
learners and faculty members as well as improve efficiency and order for the entire

organisation.

For an ODL institution like Open University Malaysia (OUM), ICTs have been the
mainstay of our educational provision. In the past nine years of operations, OUM has
cumulatively enrolled over 95,000 learners in academic programmes delivered through
a blended pedagogy designed using various technologies to complement teaching,
learning and campus administration as well. As at June 2010, over 20,000 learners
have successfully graduated; a testimony not only to the viability of ODL, but also to the

effectiveness of technologies in a higher education environment.

This paper will explore how ICT innovations can shape the effectiveness of an ODL
institution like OUM. By leveraging on technologies to improve teaching and learning,
OUM has had significant accomplishments in Malaysian ODL within the last decade.
The use of ICTs has become integrated into the university’s learner-centred approach.
However, we believe that there is always room for improvement, both in the kind of
technologies institutions can choose to adopt as well as how to maximise their use in
higher education. With this in mind, this paper will also discuss how higher education
can learn to cope with the challenges in implementing ICT innovations in ODL.

2. ICT IMPACT IN OPEN AND DISTANCE LEARNING

The notion that ICT has had profound impact in higher education is especially accurate
for ODL institutions. The open, flexible and dynamic nature of ODL has naturally
benefited from the smart adoption of appropriate ICTs. In recent years, this can be
seen in such developments as learning and content management systems, multimedia-

rich course materials, virtual libraries and the use of collaborative tools like the Wiki.
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These innovations have had enormous implications on the ODL delivery system, by
facilitating different learning styles, fostering creativity and encouraging co-operation
between academics, learners and their peers. Day-to-day administrative processes
have also benefited from ICT — many ODL institutions now leverage on technological
applications to administer assessment, monitor learner activity, manage queries,

complaints and et cetera.

In ODL, access, flexibility and independence are the cornerstones in its delivery
system. Oftentimes, ODL learners study in their own time, attending classes or
interacting with their tutors and lecturers only on an occasional basis. Because many of
them are working adults who juggle multiple responsibilities, these learners must catch
up on reading material and assignments, do quizzes or prepare for examinations on
their own and in their own time. ICT, particularly web-based innovations, have become
an important component that allows these learners easy access to their study materials,
tutors and the university at all times without constantly having to be on campus. This is
certainly where ICT has been such an advantage, through which ODL has been able to

innovate and progress in such diverse ways.

The idea that ICT can enhance the effectiveness of an ODL operation is something that
responds very well to the Iron Triangle of higher education. Sir John Daniel, the
President and Chief Executive Officer of the Commonwealth of Learning (COL), has
often spoken of this Iron Triangle as an illustration for the three main challenges facing
higher education. These are access, quality and cost (Figure 1). Any higher education
system must provide access that is as wide as possible, quality that is as high as
possible and cost that is as low as possible (Daniel, 2010). | believe that the
coalescence of ODL and ICT is certainly one of the means to truly break free from these
challenges and pave the way towards a democratised provision of higher education. As
Sir John himself asserted, technology is what allows for this triangle to be flexible;
allowing for wider access, higher quality and lower cost to be achieved all at the same

time.
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Figure 1: The Iron Triangle of Higher Education

One enabling factor in using technology to transform this triangle will be the
advancement of internet and broadband penetration — a challenge that is much more
obvious for developing countries. Currently, Asia and Africa still lag behind compared
to the more developed regions, with an internet penetration rates that stand at only 21.5
per cent and 10.9 per cent, respectively (Internet World Stats, 2010). However, in
Malaysia, we are fortunate in that internet access has been a focal point in the nation’s
technological development. The recent unveiling of Malaysia’s national budget for 2011
revealed that the Government will continue to encourage broadband service providers
and even maintain duty and tax exemptions on broadband equipment until 2012 (Mohd
Najib, 2010).

The National Broadband Initiative, launched in 2007, targeted a 50 per cent household
broadband penetration by the end of this year (Malaysian Communications and
Multimedia Commission (MCMC), n.d.). Malaysia has progressed quite positively — by
the end of 2009, household broadband penetration has climbed to 31.7 per cent and
the average fixed line coverage in most populated areas has already reached 90 per
cent (MCMC, ibid.). Achieving good internet penetration will likely be inevitable if ODL
is to progress even further in creating the access for tertiary education while ultimately

keeping costs affordable for everyone.
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Several salient features in an effective ODL programme are materials and resources
that are easily accessible and usable; stable networks and infrastructure to facilitate
asynchronous communication (e.g. e-mail service, online forums); as well as creative
applications and relevant curricula that can support different learning styles, foster
reflective thinking, allow for self and peer evaluation and create a platform for
interactive and attractive teaching techniques. The ICT tools that are available today
are an advantage for ODL and represent the resources for those required features.
Using ICT effectively can ensure that these programmes can be delivered in a cost-
effective and accessible manner, without compromising the quality of the learning

experience.

In an environment like ODL, ICT is inherently linked to a novel academic approach
whereby tutors must assume a more facilitative, rather than instructive, role — they must
help learners to construct their own thoughts and opinions from the information
provided. In essence, the learner becomes the centre of the educational process and
in this sense, ICT has a major role to play, seeing as it is acknowledged to have a direct
impact on the main processes involved in teaching and learning, i.e. what is learned;
when and where learning takes place; how learning occurs; who teaches and who
learns (Oliver, 2002).

This learner-centred approach is, in fact, also a central concept in ODL. It resonates
with the entire ODL philosophy — from delivery to teaching, learning and the
technologies that make all of them possible. The idea of quality education with a
learner-centred approach means prioritising learner needs by creating learner-friendly
programme design, learning materials and support services. All of these aspects
encompass the efforts to ensure a rewarding teaching and learning experience for
everyone involved. For any ODL operation to succeed and be sustainable, it is thus
essential to use ICT in ways that can enhance every single level of university

operations.
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3. ICT USAGE |IN OPEN UNIVERSITY MALAYSIA: ENHANCING THE
EFFECTIVENESS IN OPEN AND DISTANCE LEARNING

Technological innovations are at the very centre of ODL. By utilising state-of-the-art
technologies, ODL has been able to deliver academic programmes with higher impact
and efficiency, in a cost-effective manner. The convergence of pedagogies and digital
technologies is evident in the ODL mode of delivery, blending face-to-face interaction
with virtual interfaces, combining stand-alone multimedia applications with networked
environments, Web 2.0 applications like Wikis, blogs, online social networking, open
educational resources (OER) and even mobile learning. At OUM, we try to adopt these
ICT innovations into the appropriate channels to create an educational environment that

can benefit learners, faculty members and support staff too.

OUM was established in August 2000 as a response to the Government’s call for the
democratisation of education. It is thus the mission of the university to make higher
education accessible, affordable and available for anyone who seeks it. Although having
been set up under a consortium of 11 public universities, OUM operates as a private
university that leverages on other public institutions and the industry to lend their
expertise in managing and delivering OUM’s programmes.

Almost a decade on, OUM’s cumulative intake has reached over 95,000 while the
number of graduates has surpassed 25,000. Over 8,500 individuals from public and
private educational institutions are appointed as tutors, and they conduct face-to-face
tutorial sessions on a fortnightly basis at 61 learning centres situated in major locations
nationwide. In its mission to educate the masses, OUM relies on ICT to deliver its
programmes as well as provide the necessary support system. With flexible entry
requirements that acknowledge learning experiences outside formal or traditional
educational pathways, a learner-friendly academic system and a blended learning
pedagogy, OUM focuses on lifelong learning opportunities for working adults who may
have missed out on the chance to pursue higher education earlier in their lives. The
blended learning pedagogy combines self-managed learning using print modules and
other learning materials with face-to-face sessions and the all-important e-learning
component. e-Learning remains the core of OUM’s delivery method, but the university

has also had to focus on its accompanying elements as well — many of which are
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achieved or developed through ICT and certainly deemed important to provide a

comprehensive and enriching educational experience for the learners.

ICT has been fundamental in achieving the necessary targets in OUM’s delivery
processes, while at the same time, the university must remain mindful of the main
objective to create an enriching teaching and learning environment through the
university’s learner-centred approach. For OUM, the foray into ICT innovations as an
educational complement began with the development of an in-house learning
management system (LMS) and today includes various other innovations that are
designed to make teaching and learning more effective. OUM continuously seeks to
ensure that all administrative processes are also given due consideration in its ICT

development initiative.

To a large extent, the leverage on ICTs has also helped OUM spread its wings
internationally. Over the past five years or so, OUM has forged partnerships with
numerous foreign educational institutions. Four of our most prominent partners are:

e Arab Open University (AOU) in Manama, Bahrain;

e University of Science and Technology (USTY), Yemen in Sana’a, Yemen;

¢ Villa College in Malé, the Maldives; and

e Accra Institute of Technology (AIT), Ghana.

With the exception of Villa College, OUM’s partnerships with AOU, USTY and AIT all
involve the offering of postgraduate programmes in Business Administration and
Information Technology. OUM is also currently in the midst of forging another
partnership with the Eszterhazy Kaéroly College in Eger, Hungary. Through this
partnership, OUM hopes to establish a learning centre in Hungary and begin by offering
the Master of Business Administration (MBA) and Master of Instructional Design and

Technology (MIDT) programme.
The following are descriptions of ICT innovations that have been adopted at OUM.
3.1 The e-Learning Model

The e-learning model employed by OUM encompasses one of the three components of
the blended pedagogy. The most important element in this model is the university’s
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LMS, today known as myVLE (my Virtual Learning Environment). Because learners do
most of their studying independently, the e-learning model must be able to provide the
necessary support and guidance to help make this process an interesting, engaging and

enriching experience.

All of OUM’s courses are complemented with rich, web-based content, including
downloadable modules (in PDF), topic-specific forums, frequently-asked questions and
resources such as learning objects and links to collections in the digital library. Modules
are also available in Hyper Text Markup Language (HTML) format; allowing learners to
have actual interaction with the module content. There are also other useful resources,
e.g. YouTube videos, audio files and web links. A designated e-tutor is also appointed
to facilitate each forum, with whom all registered learners in a particular course can
interact within a virtual environment. All assignments are submitted online via myVLE as
well; and they are automatically run through a Similarity Checker System to ensure

originality and tested for plagiarism.

3.2 My Virtual Learning Environment (myVLE)

The most vital element in OUM’s e-learning model is myVLE. First developed to support
online discussion forums and provide a link to the university’s digital library collection as
well as other learning resources, myVLE has transformed into a system that allows
learners and tutors to access multimedia learning materials, interact with one another,
try out quizzes and even check on their own profiles, schedules and payments. All of
these services, including the digital library, can be accessed as long as the learner or
tutor is connected to the Internet.

3.3 Learning Materials

The learning materials that have been developed and are accessible through myVLE
include: CD-based multimedia courseware, iBooks, iTutorials, iLectures, iRadio learning
segments, audiobooks as well as digital modules in PDF and HTML formats. The HTML
modules are the latest development to be incorporated into the myVLE. By leveraging
on web-based technologies, OUM has been able to transform print modules into
interactive web pages that incorporate useful links, hover-boxes to reveal definitions of

specific terminology and even self-assessed quizzes for learners to try out.
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3.4 OUM’s Internet Radio (iRadio)

One of OUM'’s proudest ICT tools is university’s internet radio (known as iRadio), which
broadcasts infotainment academic segments that are based on print modules and even
accompanied by occasional live interviews with subject-matter-experts. iRadio also
produces audio learning materials for visually impaired learners. With features such as
podcasts via the iCast website, these segments can all be downloaded into any
computer or handheld media player. Learners can opt to be automatically informed on
the availability of latest content by subscribing to the iCast Really Simple Syndication
(RSS) feed. Even Web 2.0 applications like social networking tools, e.g. Facebook and

Twitter, have also been incorporated into iRadio.

OUM has also collaborated with the Ministry of Education, the Maldives, to bring iRadio
Maldives on air. With support from the Commonwealth Educational Media Centre for
Asia (CEMCA), OUM has been able to provide knowledge and technical support to the
Maldivian team, including training their members on the necessary know-how’s in
broadcasting technologies, applications and software; as well as developing
programmes, segments and scripts for the implementation of their version of the internet

radio. iRadio Maldives was successfully launched in December 2009.

The Central Institute of Educational Technology (CIET) in New Delhi, also with support
from CEMCA and COL, became the latest institution to launch its own version of iRadio
known as “Umang on www”. “Umang” is the collective name for audio programmes
broadcasted by CIET and through this venture, all of these programmes will now be
available over the Internet. Similar to the iRadio Maldives project, the OUM team also
provided knowledge, expertise and technological support to CIET. “Umang on www”

was successfully launched on 4 June 2010.

3.5 Mobile Learning

Mobile learning is also one of the newer technologies that have been included in OUM'’s
educational framework. The m-learning initiative was piloted in May 2009 for one of
OUM'’s core courses, i.e. “Learning Skills for Open and Distance Learners”. There were
about 2,000 learners enrolled for that particular semester. Mobile learning was
integrated to provide more learning opportunities and to benefit from the proliferation of

mobile telephones amongst its learners (Anuwar Ali, 2009). Each learner with a
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registered telephone number received two to three short text messages per week during
the entire semester. The messages were usually in the form of small ‘chunks’ of
content, reminders and motivational phrases. Learners appeared very receptive to this
new technology, and by the end of 2009, OUM also began implementing m-learning for

two more courses i.e. “Company Law” and “Renal Nursing”.

3.6 Mathematics Resource Centre (MRC) and Electronic Gateway to English
Resources (e-GATE)

In an effort to help learners deal with the complexities of Mathematics, OUM also
launched the Mathematics Resource Centre (MRC) in September 2009. The MRC
serves as an online centre that provides a variety of resources, including supplemental
notes, practice problems, interactive tutorials and links to other Mathematics sites. It
also provides a round-the-clock free online tutoring service. The MRC is the first of its
kind for OUM; and has garnered over 100,000 page views since its launch. It has been
able to simultaneously engage learners, tutors and faculty members who are on the
lookout for useful resources for teaching Mathematics and has become part of the

university’s retention initiative.

Early in 2010, a similar website was developed for the English language. Known as the
Electronic Gateway to English Resources (e-GATE), it provides various useful links for
learners in search of help in grammar, reading, speaking, listening and writing. As a
means of promoting the website to more visitors, not only the OUM community, e-GATE
also has complementary Facebook and Twitter pages as well.

3.7 Open Educational Resources (OER)
The OUM OER project was initiated with the aim of sharing some of OUM'’s learning
resources with the general public. The OER, available via http://oer.oum.edu.my/, is still
in its early phase and will generally cover the following areas:

e Mathematics;

e English;

e Learning Skills for Open and Distance Learners;

e Business;

e Information Technology;

e Social Sciences;
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e Nursing Science; and

e Education.

OUM's OER are licensed under Creative Commons, but are openly accessible online.
Currently, the website includes learning materials for “Learning Skills for Open and
Distance Learners” and Basic Mathematics. In due time, more content will be developed

and added to the website.

3.8 e-Customer Relationship Management (e-CRM) System

e-CRM was introduced as a one-stop mechanism to facilitate learner enquiries. As a
system that has been built into myVLE, e-CRM allows learners to channel their
complaints, questions, compliments and suggestions directly to the personnel in charge
and track the progress of their posts at their own convenience, without having to come to
the university or to even make a single telephone call. Every enquiry is automatically
forwarded to the relevant individual, and the turnaround time is between three to seven
days. Since it was introduced in 2009, e-CRM has become an important component in

OUM'’s learner retention efforts.

3.9 ICT in Administration and Management

The use of technologies at OUM extends beyond teaching and learning. For OUM to be
a truly effective ODL institution, it is important to ensure that administrative processes
can fulfil the needs of the staff and complement the developments in educational
technologies that are utilised at the university. As an ODL institution with many learning
centres dispersed throughout the country, the need to consolidate university
management through technologies is perhaps even more pronounced. To smoothen
these administrative processes, OUM has invested extensively in ICT infrastructure to
mediate various areas in university operations, e.g. learner admission and records,
examinations and transcripts, databases for finance, accounting and human resources

as well as a management information system.

The management information system, for instance, keeps detailed records and statistics
of learners and tutors throughout Malaysia and is updated on a daily basis. Learners’
documents are kept in digital format and can be accessed without having to obtain hard-

copies from the relevant offices. OUM has even migrated to the GMail™ e-mailing
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system — a first for any university in Malaysia — in its effort to encourage greater
efficiency throughout the institution. While many of the ICT innovations were adopted to
support learners, they have also facilitated administration and management at OUM,
making it more efficient and easy for the support staff to play their respective roles as

members of the campus community.

4. THE WAY FORWARD: SOME CHALLENGES AND PROSPECTS FOR ICT IN ODL

The three challenges that constitute the Iron Tr